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Biophysical Review

Super-resolution Microscopy Approaches for Live Cell Imaging

Antoine G. Godin,1,2 Brahim Lounis,1,2 and Laurent Cognet1,2,*
1University of Bordeaux, LP2N, UMR 5298, Talence, France; and 2Institut d’Optique Graduate School and Centre National de la Recherche
Scientifique, LP2N, UMR 5298, Talence, France

ABSTRACT By delivering optical images with spatial resolutions below the diffraction limit, several super-resolution fluores-
cence microscopy techniques opened new opportunities to study biological structures with details approaching molecular
structure sizes. They have now become methods of choice for imaging proteins and their nanoscale dynamic organizations
in live cells. In this mini-review, we describe and compare the main far-field super-resolution approaches that allow studying
endogenous or overexpressed proteins in live cells.

INTRODUCTION

The decryption of cell functions and subcellular processes has
constantly benefited from advances in microscopy. In partic-
ular, the developments of fluorescence microscopy and of
numerous fluorescent probes allowing the study of specific
biomolecules at work in their native environment were instru-
mental to the advance of live cell mechanism investigations.
The optical resolution ofmicroscopes is limited by the diffrac-
tion of light, which commonly sets a limit of ~l/2 in far-field
microscopy. By delivering optical images with spatial resolu-
tions below the diffraction limit, super-resolutionfluorescence
microscopy offered new promises to study molecular pro-
cesseswith greater detail thanwith conventionalmicroscopies
(1,2). Most of these methods rely on the control of the number
of emitting molecules in specific imaging volumes. This can
be achieved by controlling local emitter fluorescent state
populations or the labeling densities of fluorescing probes at
any given time during the image acquisition process. In this
mini-review, we will discuss the key features of super-resolu-
tion techniques used for live-cell studies. We schematically
divide them into three major groups: those based on highly
localized fluorescence emission volumes; those based on
structured illumination; and those based on single-molecule
localizations. A didactic representation of the three families
of super-resolution approaches is presented in Fig. 1.

SUPER-RESOLUTION BASED ON HIGHLY
LOCALIZED FLUORESCENCE EMISSION
VOLUMES

Stimulated emission depletion (STED) and
reversible saturable optical fluorescence
transition (RESOLFT)

In a far-field confocal microscope, the effective fluorescence
volume can be reduced below the diffraction limit (3) by

using saturable optical processes that deexcite emitters
formerly excited by a focused laser beam. These processes
work to prevent fluorescence emission from specific regions
of the excitation beam by driving the molecules in these
regions between bright and dark states using a depletion light
beam. One elegant and efficient strategy consists of using
stimulated emission by a high-intensity (>MW/cm2),
doughnut-shaped laser beam superimposed with the focused
excitation laser beam, completely preventing fluorescence
emission from emitters in peripheral regions of the excitation
beam. This process was coined ‘‘stimulated emission deple-
tion’’ (STED) (3). A doughnut-shaped depletion beam is the
simplest design; however, in general, any depletion beam
featuring a spatial intensity distribution with one or several
intensity zeroes can be used to perform STED images.

To generate a super-resolved image with STED based on
local excitation volumes, one must scan the excitation/deple-
tion effective volumes over the sample in a deterministic
point-by-point manner or by use of parallelized scanning
schemes (4,5). STED was successfully applied in several
live samples to study slow morphing and movements of
organelles such as reticulum endoplasmic or microtubules
(6), subcellular organization in live cells (7), and synaptic
structures in live samples (7–9). For live cell studies, one
should bear in mind that relatively high laser powers are
needed in STED, especially when using continuous wave
laser beams (e.g., ~MW/cm2 (10)). Using pulsed excitation
beam together with time-gating detection allowed a ~2–3-
fold reduction in laser power (11). In addition, photobleach-
ing is a limiting factor for long-term live sample imaging
because each fluorescent molecule undergoes a large num-
ber of exciting/de-exciting cycles in the depletion beam.

An approach similar to STED using much lower inten-
sities to deplete emitting molecular levels (~kW/cm2) (12)
is based on reversible photoswitching of marker proteins
between a fluorescence-activated and a nonactivated state
(13–15), whereby one of the transitions is accomplished
by means of a spatial intensity distribution featuring a
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zero. This generalized approach was named after ‘‘revers-
ible saturable optical fluorescence transition’’ (RESOLFT).
Bright photostable switchable fluorophores and fluorescent
proteins development were particularly instrumental in the
development of these techniques (14–16). Importantly, fluo-
rescent proteins provide specific 1:1 protein labeling and
offer the possibility of intracellular live cell imaging.

STRUCTURED ILLUMINATIONMICROSCOPY (SIM)

Structured illumination microscopy (SIM) is based on stan-
dard wide-field microscopy and is compatible with most
standard fluorophores and labeling protocols. It uses
nonuniform illuminations with known spatial patterns
(e.g., originally a sinusoidal grid, but other illumination dis-
tributions can also be used (17)). From multiple acquisitions
(e.g., nine images, incorporating three phase shifts for three
pattern orientations (18)), high spatial frequency informa-
tion is retrieved with a dedicated algorithm, comprising a
method inaccessible with standard illumination schemes
(19). Contrary to standard laser scanning modalities like
STED/RESOLFT, SIM allows acquisition of a large field
of view over limited times. However, SIM routinely pro-

vides only an approximately twofold resolution enhance-
ment of standard wide-field microscopy as compared to
other super-resolution methods (19). Nonlinear saturated
SIM using fluorophore saturation or photoswitchable pro-
teins as in RESOLFT can achieve higher resolution
enhancement (~50 nm), but requires an increased number
of image acquisitions (up to 63) and a complex reconstruc-
tion process (20,21). SIM has been demonstrated for long-
term, live cell imaging in microtubules and other dynamic
structures (21–23). Three-dimensional SIM imaging has
been further achieved using 15 different pattern acquisitions
per axial planes for reconstruction instead of nine images to
reject the out-of-focus light (24). Whole-cell volume imag-
ing has been performed using three-dimensional SIM in two
colors (25). And, interestingly, fast SIM imaging (11 Hz)
has even been developed with a 100-nm resolution for a
small field of view (~8 � 8 mm2) (18).

SINGLE-MOLECULE LOCALIZATION
MICROSCOPY APPROACHES

It is well known that the position of isolated single fluores-
cent emitters can be determined by image analysis with

Diffraction
limited image

Single molecule approaches

So
ftw

ar
e

R
ec

on
st

ru
ct

io
n

Depletion
Excitation

3 patterns*3 modulations  = 9 images
Structured illumination microscopy (SIM)

Acquired Images

Single molecule localization

S
ca

nn
in

g 
la

se
r b

ea
m

s 
ov

er
 th

e 
sa

m
pl

e

RESOLFT/STED

Im
ag

e
R

ec
on

st
ru

ct
io

n
fro

m
 lo

ca
liz

at
io

ns

......

Object C

D

E

A

B

FIGURE 1 Schematic description of the superresolution microscopy approaches. All images for this didactic description are computer-generated. Object

to be imaged consisted of fluorescent emitters (A) and corresponding diffraction-limited image (B). (C) In RESOLFT/STED, a focused excitation beam

(cyan) superimposed with a doughnut-shaped depletion beam (red) are scanned over the sample to acquire an image at high resolution (down to ~50–

80 nm in live cells). (D) In SIM, after the required software reconstruction, multiple wide-field images are acquired using sinusoidal illumination grid patterns

to obtain high-resolution images (down to ~50–100 nm in live cells using nonlinear saturated illumination). (E) In single-molecule localization microscopy, a

large number of wide-field images containing a few isolated single fluorescent emitters are successively acquired. A high-resolution image is reconstructed

from the localizations of each individual molecule. Resolutions down to ~50 nm are commonly achieved in live cells. In the example provided, we considered

the detection of 80% of the molecules present in the object image. Scale bar represents 1 mm. To see this figure in color, go online.
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greater precision than is available from the diffraction limit
alone. This feature, which has been used for more than 20
years in live cell, single-particle/-molecule studies (26), is
key to providing today’s super-resolved images. Super-res-
olution methods based on single-molecule localizations
simply consist of reconstructing an image from single mole-
cule localizations retrieved from a large number of movie
frames (typically thousands of camera frames). The main
requirement is that each frame contains the detection of
spatially well-separated fluorescent emitters (27). Inasmuch
as a large volume of single-molecule detections must to be
registered to reconstruct a high-content super-resolved im-
age, this acquisition process is inherently slow (typically
more than a few seconds). Below, we describe three families
of such approaches, distinguishing how fluorescent mole-
cules are stochastically isolated from nonfluorescent ones
in each camera frame.

Photoactivation localization microscopy (PALM)

The development of photoactivation localization micro-
scopy (PALM) (28,29) is closely linked to the advent of pho-
toactivatable proteins (16), which allows us to control, by
light, the density of fluorescing proteins in each image.
Although it is restricted to expression systems, preventing
the study of endogenous proteins in their native environ-
ment, PALM takes advantage of the versatility and speci-
ficity of genetically encoded, fluorescently tagged
molecules in cells, and has quickly become the tool of
choice for super-resolution live cell imaging. PALM, by
design, is not restricted to biomolecules present at the
cell plasma membrane, and allows the study of intracellular
biomolecules. By tracking the movement of each indi-
vidual protein, PALM also allows measuring local diffusion
properties in living cells on short timescales (30–32) and
cellular structural changes in three dimensions on longer
timescales (33).

Stochastic optical reconstruction microscopy
(STORM) and ground state depletion microscopy
followed by individual molecular return (GSDIM)

Stochastic optical reconstructionmicroscopy (STORM) (34)
and direct STORM (dSTORM) (35) use switchable organic
fluorophores placed in specific buffers (e.g., with reducing
properties) instead of using fluorescent proteins as in
PALM. Those probes can be targeted on genetically encoded
or endogenous proteins using adequate ligands. STORMwas
first demonstrated using Cy3-Cy5 pairs (34) but was quickly
extended in dSTORM to other synthetic fluorophores that
can be stochastically and reversibly switched in the imaging
buffers (36,37). STORM is particularly powerful for fixed
cells applications (38–40), and can be extended in three
dimensions (38). One caution is that live cell experiments
should be performed with great care due to possible issues

with the use of reducing/oxidizing buffers that can affect
cell integrity (41). Of special interest is that STORM has
been shown to take advantage of some reduction in thiol
glutathione, which is naturally present at millimolar con-
centrations in bacteria (42) or in specific cell compartments
such as the nuclei of eukaryote cells when using buffers with
low cellular toxicity (43,44). Organelles from live cells such
as the membrane and mitochondria have also been investi-
gated using multicolor STORM (45–47).

Analogously to dSTORM, where stochastic photoswitch-
ing is used to control the number of emitting fluorophores,
ground state depletion microscopy followed by individual
molecular return (GSDIM) covers the techniques employ-
ing the transition between the fluorescent singlet state and
the metastable triplet state as a stochastic on-off switch
(48,49). More precisely, efficient transition to the long-lived
triplet state is achieved in such techniques by using high-
excitation intensities combined with an imaging buffer,
similar to STORM, to allow obtaining triplet lifetimes just
long enough to leave only a few emitting fluorophores at
any time in each image. Under these conditions, GSDIM
has been employed for imaging living cells using both
fluorescent protein tags (as in PALM) or various organic
fluorophores (as in STORM) that selectively bind to tagged
proteins (50,51).

Universal point accumulation imaging in the
nanoscale topography (uPAINT)

In contrast with PALM, STORM, and GSDIM, which are
based on the emitters stochastic photoswitching, the method
known as ‘‘universal point accumulation imaging in the
nanoscale topography’’ (uPAINT) (52–55) captures real-
time molecular interactions to control the density of fluores-
cent emitters suitable for single molecule identification in
each image. In the uPAINT approach, target molecules are
individually imaged when a specific ligand coupled to a
fluorescent dye binds to the target molecule.

Unbound ligands freely diffuse in the imaging buffer
(with typical diffusion constants of approximately tens of
mm2/s) and, due to an oblique illumination excitation, are
not excited in an efficient manner. Therefore, unbound
ligands are not detected efficiently by a detector operating
at a typical video rate, in contrast to bound ligands, which
diffuse together with a membrane receptor (with typical
diffusion constants of <1 mm2/s) in the oblique laser illumi-
nation. With uPAINT, any binding entity conjugated to flu-
orophores having high specificity toward a target molecule
(e.g., natural/synthetic ligand, antibody) can be used as
fluorescent probes to reveal the targeted molecules. Appli-
cations include receptors and GPI-anchored proteins diffus-
ing on live cell membranes labeled with antibodies or
synthetic ligands. uPAINT was also applied to image and
track endogenous receptors such as glutamate receptors
in neurons (54) and epidermal growth factor receptors
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(EGFRs) at high densities in culture living cells (56). Com-
parisons between transfected nonendogenous receptors and
endogenous glutamate receptors were also performed (57).

A similar approach allowed tracking and imaging by
continuously labeling sodium ion channels in live cells, us-
ing small fluorescently labeled molecule agents that display
reversible binding to the sodium ion channel (58). Interest-
ingly, combining single-molecule fluorescence resonance
energy transfer and dual-color uPAINT allowed the specific
super-resolution imaging and tracking of interacting recep-
tors activated by their cognate ligand in live cells (56). This
feature stems from the fact that in this uPAINT study,
fluorescently tagged ligands are directly used as imaging
probes, allowing us to extract and image the population of
activated functional receptors upon ligand binding in real-
time. Examples of high resolution images obtained based
on highly localized fluorescence emission volumes, struc-
tured illumination microscopy and single-molecule locali-
zation microscopy are presented in Fig. 2 .

DISCUSSION

Dynamics and resolution in live cells

In live cells or organisms, supramolecular structures and
organelles morph often in reaction to stimuli (seconds to
minutes and up to hours) over relatively short timescales.
To fully understand the cell signaling that induces those pro-
cesses, it is important to investigate therein the dynamics of

molecular (re)organizations. In particular, to grasp the full
spectrum of mobility behaviors of biomolecules (up to 1
mm2/s for membrane receptors), fast video rate acquisition
is required (20–100 Hz) on large fields of view. Yet, in all
super-resolution methods, breaking the diffraction limit on
a given field of view comes at the expense of the acquisition
time.

In point scanning RESOLFT/STED methods, a compro-
mise between imaging large fields of view and fast acquisi-
tion speed has to be made because of the requirement for a
dense pixilation. Imaging rates in RESOLFT are rather slow
because pixel integration times are limited by the protein
photoswitching processes. Being based on stimulated emis-
sion, STED is not subject to this fundamental limit. How-
ever, increased resolution being achieved with high laser
powers, care should be taken to ensure live cell integrity.
RESOLFT/STED methods are able to resolve the move-
ments of the slow structures (typically 10–30 s for 512 �
512 pixels) such as, for instance, microtubule networks
organizations (22,59) and neuron morphology dynamics
(60,61), in cell cultures and live animals. Interestingly, by
acquiring small fields of view, the dynamics of nanoscale
structures can be monitored with higher imaging rates
(28 Hz for 60 � 82 pixels) (62). Recently, large paralleli-
zation of the depletion patterns combined with the use of
matrix detectors drastically increased imaging speed over
large field of view in RESOLFT (59) and STED (5).

In its standard form, SIM uses nine wide-field fluorescent
images to build a super-resolved image in typically 1 s.

B  SIM

2 μm

A  STED

C PALM D STORM

Diffusive
Confined
Immobile

1 μm

E  uPAINT

1 μm

1 μm

EGFR dimers

1 μm

5 μm

FIGURE 2 Examples of achievements obtained

with superresolution microscopy in live biological

samples. (A) STED: continuous-wave STED

images of the yellow fluorescent protein (citrine)

targeted to the endoplasmic reticulum in live cells

revealing small tubules (~60 nm). Image sequences

show morphing of the endoplasmic reticulum at

arrows (pixel size ¼ 20 nm, 10 s recording time

per image). Scale bar ¼ 1 mm. This figure was

adapted from Hein et al. (6). (B) SIM: total-internal

reflection microscopy image series of eGFP-a-

tubulin in a live S2 cell and corresponding SIM

images revealing the elongation followed by a

rapid shrinking of a microtubule. Integration time

of 270 ms per frame. This figure was adapted

from Kner et al. (18). (C) PALM: numerous single

trajectories of b3-integrin fused with mEOS2,

obtained on a single MEF cell with PALM,

revealing that b3-integrin undergo slower free-

diffusion inside focal adhesions (gray) than

outside, as well as confined diffusion and immobi-

lization. Figure adapted from Rossier et al. (31).

(D) STORM: spatial dynamics of cortical actin

skeleton stained with Lifeact-HaloTag/ATTO655.

Each reconstruction was obtained using 1000 frames (2 ms per frame). Scale bar ¼ 1 mm. This figure was adapted from Wilmes et al. (47). (E) uPAINT:

live cell superresolution imaging of membrane epidermal growth factor receptor (EGFR) dimers based on single-molecule fluorescence resonance energy

transfer induced by fluorescent ligand activation. (Inset) Preferential cell-edge localization of EGFR dimers. In addition, uPAINT provides numerous single-

molecule trajectories on a single cell, allowing the extraction of the diffusion properties of the EGFR dimer population from the whole-ligand-activated

EGFR population. This figure was adapted from Winckler et al. (56). To see this figure in color, go online.
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Many applications of SIM were described for imaging sub-
cellular structures in living cells (18,23,25). With saturated
SIM (the structured illumination approach giving better
spatial resolution), additional illumination patterns are
needed for the reconstruction (21), leading to degraded
time resolution. Important to note for SIM techniques is
that any aberration, sample movement, or fluorophore pho-
tobleaching during the image sequence will induce artifacts
that will strongly affect the quality of reconstructed super-
resolved images (18).

In single-molecule localization approaches, two time-
scales are relevant:

1. Raw-images acquisition rate. This sets the individual
molecules’ tracking time resolution (1–10 of ms). This
rate also sets the single-molecule pointing accuracy
through its impact on the signal/noise of each molecular
detection (63,64). The analysis of single-molecule trajec-
tories provides local mobility maps on live cell regions
with high spatiotemporal resolutions (30–32,54,57)

2. Total number of images needed to reconstruct a super-
resolved image (which sets the rate). Indeed, in addition
to the pointing accuracy, the local density of single-
molecule detections obtained from a studied structure
also plays a central role in the final spatial resolution
(as announced by the Nyquist theorem). For instance,
to obtain images with 10-nm resolution, local densities
of at least 10,000 detection/mm2 are needed. Hence,
thousands of image frames are commonly acquired, justi-
fying global recording times of approximately seconds
to minutes. This timescale directly defines the time reso-
lution at which nanoscale organization of molecular
assemblies (e.g.. cellular organelles) can be analyzed.

Computer analysis requirements

Conversely to RESOLFT/STED methods that do not require
any postacquisition analysis, the main source of SIM’s
complexity lies in the sophisticated algorithms required
for image reconstruction. As in single-molecule localiza-
tion-based techniques, positions of the emitting single
molecules must be retrieved using cutting-edge software
(described in a recent comparative study (65)).

Labeling strategies and consequences

Expression systems in concert with fluorescent protein
engineering provide a method of choice to study, with
high specificity, subcellular organizations in live cells,
making RESOLFT, SIM, and PALM essential methods for
the applications described in this review. However, despite
their wide applicability, one should bear in mind that
some signaling and structural artifacts can arise due to the
use of fluorescent proteins (66). In this context, using fluo-
rophores conjugated to specific ligands, the methods SIM,

uPAINT, STED, and to some extent, STORM/GSDIM,
should be considered, inasmuch as they are compatible
with studying endogenous receptors in living cells. Interest-
ingly, by synchronizing single-molecule detection and
ligand-induced receptor activation, uPAINT is, to date, the
only super-resolution method that allows studying, in real-
time, specifically activated functional receptors and their
interactions at the membrane of living cells (56).

Of note, protein number quantification can in principle
be performed using PALM and uPAINT, inasmuch as, in
these methods, photobleaching irreversibly turns off fluoro-
phores after their detection. In STORM/GSDIM, however,
reversible stochastic switching of fluorophores can bias
such quantitative analysis because observing the same fluo-
rescent molecules more than once is plausible. Interestingly,
recent advances in self-labeling proteins such as the SNAP,
CLIP, and Halo tags, allow efficient live cell protein label-
ing, including intracellular ones (46,51,67), and provide
valuable tools to perform multicolor super-resolution imag-
ing that can, in principle, be applied to STED, STORM, or
uPAINT.

Studying structures in three dimensions

Several methods were developed to improve axial resolution
in fluorescence imaging. The most widely used strategies
are based on single-molecule localization and provide axial
information (~20–70 nm) of the position without severely
altering either the radial or time precision. By shaping the
detection point-spread function along the axial position,
single-molecule position can be precisely determined along
the optical axis (38,68,69). Detecting molecules using two
objectives (70,71), by moving the sample in the axial direc-
tion (72) or by interfering the signals obtained from two
objectives (73,74), could also yield similar resolution
improvements along the optical axis. Although the last
approach is the most precise (~20 nm), it is also the most
complex to implement. Finally, STED/RESOLFT can also
be extended in three dimensions by scanning distinct axial
planes independently (9).

SUMMARY

Super-resolution approaches described in this mini-review
were proven to deliver information on subcellular organiza-
tion at different timescales using various labeling probes.
Table 1 summarizes the main pros/cons of the approaches
discussed here and outlines the different spatiotemporal
fundamental limits.

CONCLUSION

During the last two decades, super-resolution approaches
have provided new insights into subcellular organization
at nanometer-scale resolutions. Several of these methods
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have reached a sufficient level of maturity to make them
routinely applicable to many biological systems. As des-
cribed in this mini-review, each approach has its own advan-
tages and drawbacks for live cell imaging. However, in
combining these techniques, one can tackle specific bio-
logical questions to take advantage of the strengths of
each method, such as the insurance of orthogonal labeling
for multicolor imaging (47).

Other recent approaches can also be implemented to in-
crease the image resolution by a factor of 2–4 upon applying
software analytical tools to standard experimental imaging
data sets. These include deconvolution microscopy (75),
stochastic optical fluctuation imaging (76), Bayesian local-
ization microscopy (77), and compressed sensing (78–80).
We foresee that correlating the information gathered by
such specific molecular imaging methods with structural
information obtained by electron microscopy will provide
new insights into molecular subcellular organization and
interaction.
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Indolicidin Binding Induces Thinning of a Lipid Bilayer
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ABSTRACT We use all-atommolecular dynamics simulations on a massive scale to compute the standard binding free energy
of the 13-residue antimicrobial peptide indolicidin to a lipid bilayer. The analysis of statistical convergence reveals systematic
sampling errors that correlate with reorganization of the bilayer on the microsecond timescale and persist throughout a total
of 1.4 ms of sampling. Consistent with experimental observations, indolicidin induces membrane thinning, although the simula-
tions significantly overestimate the lipophilicity of the peptide.
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Antimicrobial peptides are a component of the innate im-
mune system of eukaryotes (1). As such, they must interact
with pathogenic membranes, either during translocation
or by disrupting their structural integrity (2). Here we
examine the binding of the 13-residue cationic antimicrobial
peptide indolicidin (3) (ILPWKWPWWPWRR-NH2) to a
lipid membrane as a first step towards elucidating its mech-
anism of action.

Molecular solutes interact with lipid membranes in many
cellular processes (4). Computational approaches such as
molecular dynamics simulations have been widely used to
characterize these interactions (5). However, molecular dy-
namics simulations can require unfeasibly long times to
reach equilibrium (6). Therefore, it is common to compute
equilibrium properties of solute insertion into lipid bilayers
using umbrella sampling (7) simulations in which the solute
is restrained along the bilayer normal using harmonic
restraining potentials, or umbrellas, centered at z0i values
distributed between bulk water and the bilayer center.

It is often assumed that equilibrium properties rapidly
attain convergence in umbrella sampling simulations;
accordingly, convergence measures are rarely published
(8). However, we have recently shown that umbrella sam-
pling simulations require up to 100 ns per umbrella (3 ms
in total) to eliminate systematic sampling errors in the stan-
dard free energy of binding, DG0

bind, of an arginine side-
chain analog from bulk water to a lipid bilayer (8). The
fact that umbrella sampling has been used to investigate
the bilayer insertion of substantially larger solutes (9) moti-
vates a systematic evaluation of statistical sampling conver-
gence of DG0

bind for indolicidin in a lipid bilayer.
To estimate DG0

bind of indolicidin to a lipid bilayer, we
conducted 60 sets of umbrella-sampling simulations
while systematically varying the initial conformation. In
each umbrella sampling simulation, each umbrella was
simulated for 1.5 ms, yielding a total simulation time of
1.4 ms and 60 independent free energy or potential of
mean force (PMF) profiles from bulk water to the center

of a POPC (1-palmitoyl-2-oleoyl-sn-glycero-3-phosphati-
dylcholine) lipid bilayer.

The PMF profiles indicate that indolicidin strongly binds
to the bilayer, partitioning inside the lipid headgroups
(Fig. 1, A and E). Importantly, the mean estimate of
DG0

bind decays exponentially with equilibration time teq,
indicating that systematic sampling errors in individual sim-
ulations continued to decrease throughout the 1.5-ms inter-
val as rare events led to more favorable states (Fig. 1 B).
The low frequency of transitions to more favorable states
exacerbates the requirement for massive sampling using
multiple independent simulations.

Computational limitations precluded extending all 60 sets
of umbrella-sampling simulations to even longer times.
Instead, we identified the two simulations at each umbrella
that appeared to be most representative of equilibrium and
extended each to 10 ms per umbrella (see Methods in the
Supporting Material). The resulting estimates of DG0

bind

continued to decrease until teq ¼ 4 ms (68 ms in total), after
which they stabilized at the asymptotic limit of the expo-
nential fit of the shorter simulation data (DG0

bind ¼ �26 5
5 kcal/mol; Fig. 1 C).

As indolicidin approaches the bilayer, it is drawn closer
(Fig. 2 A) as salt bridges form between the peptide and
the phospholipid headgroups (Fig. 2 B), inducing their pro-
trusion (Figs. 1 D and 2 C). At large separation distances,
this state is attained only when the peptide becomes highly
extended (Fig. 2, D and E). As indolicidin is inserted more
deeply, the surface of the lipid bilayer invaginates (Figs. 1 E
and 2 C), maintaining peptide-lipid salt bridges (Fig. 2 B)
and leading to the formation of a pore when the solute is
near the bilayer center (Figs. 1 F and 2 C, and see
Fig. S2, Fig. S3, Fig. S4, and Fig. S5 in the Supporting
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Material). These Boltzmann-weighted ensemble averages
may not be mechanistically representative of nonequilib-
rium binding events (8,10).

The reorganization of the peptide, the bilayer, and the
ionic interactions between them became more pronounced
with increasing simulation time at peptide insertion depths
shallower than the global free energy minimum (jz0i j
>1.4 nm; Fig. 1 A and Fig. 2, B–D). These conformational
transitions are likely the source of the systematic drift of
DG0

bind. Reorganization of the bilayer also controls the rate
of equilibration during membrane insertion of an arginine
side chain (8,9) and a cyclic arginine nonamer (11), sug-
gesting that slow reorganization of lipids around cationic
solutes presents a general impediment to simulation
convergence.

Consistent with the perturbation of membrane thickness
observed by in situ atomic force microscopy (12), our re-
sults suggest that indolicidin insertion induces local thin-
ning of the bilayer (Fig. 1, E and F, and Fig. 2, C and F).
The different conformational ensembles sampled by the

peptide in water and in the lipid bilayer (Fig. 2 D) are
consistent with the observations that indolicidin is disor-
dered in solution (13) and adopts stable conformations in
the presence of detergent (14). Although the peptide’s
conformation continued to change when it was deeply
inserted (Fig. 2 D), the amount of water in the bilayer’s
hydrophobic core converged relatively rapidly (see Fig. S2).
Indolicidin can induce the formation of hydrated, porelike
defects (see Fig. S2, Fig. S3, Fig. S4, and Fig. S5) but
does not act as a chloride carrier (see Fig. S6 and Fig. S7).
Future studies of the mechanism of indolicidin action will
examine the effect of multiple peptide binding.

The PMF profile presented in this Letter is strikingly
different from that computed byYeh et al. (15) using different
force field parameters for indolicidin partitioning into a
DMPC (1,2-dimyristoyl-sn-glycero-3-phosphatidylcholine)
bilayer, from which the binding free energy was estimated
to be 0 kcal/mol (15). However, that study comprised only
25 ns per umbrella and likely suffers from systematic sam-
pling errors induced by initial conditions (see Fig. S8).

FIGURE 1 PMF for indolicidin partitioning into a POPC bilayer.

(A) Average PMF from 60 independent umbrella-sampling simu-

lations based on 1 < t % 1.5 ms/umbrella. (B) Average DG0
bind

from 50-ns time intervals per umbrella (teq < t % teqD50 ns) as

a function of equilibration time, teq. (Solid line) Single exponen-

tial fit to the mean over 0.5 < teq % 1.5 ms. (C) Mean values of

DG0
bind from the 10-ms/umbrella simulations (crosses) together

with the mean values of DG0
bind (triangles) and exponential fit

from panel B. PMF and DG0
bind profiles obtained from each

of the 60 independent simulations are shown in Fig. S1 in

the Supporting Material. (D–F) Representative conformations

after 1.5 ms of simulation at z0
i ¼ (D) 3 nm, (E) 1.2 nm, and (F)

0.0 nm. To see this figure in color, go online.

FIGURE 2 Slow equilibration of bilayer and peptide. (A–D)

Color quantifies conformational reorganization for teq < t %
teq D 100 ns as a function of teq and jz0

i j. (A) Deviation of

insertion depth, z, from z0
i , Dz h z � z0

i ; (B) number of pep-

tide-lipid salt bridges, NSB; (C) volume change of the bilayer’s

proximal leaflet in the radial vicinity of the solute, V
ε
; and (D)

peptide end-to-end distance (EED). There is no sampling for

t> 0.5 ms at jz0
i jR 4.5 nm. (E) Representative time-series of a tra-

jectory at z0
i ¼ 3.9 nm. (F) Representative conformation at 10 ms

for jz0
i j ¼ 1.2 nm. To see this figure in color, go online.
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Our estimate of the binding affinity is much larger than
the values obtained for indolicidin and large unilamellar
POPC vesicles using isothermal titration calorimetry,
�7.4 kcal/mol (16), and equilibrium dialysis, �8.8 kcal/
mol (13). Such a discrepancy suggests that the relative
accuracy of binding free energies for amino-acid side-chain
analogs (8,9,17) does not necessarily extend to polypep-
tides. Although more work is needed to elucidate the
source of this discrepancy, this study underlines the impor-
tance of attaining convergence before evaluating force-field
accuracy.

Importantly, this work also highlights the extensive
sampling required to remove systematic errors induced by
initial conditions in atomistic simulations of peptides in
membranes. Slow equilibration of the system is due to
rare transitions across hidden free energy barriers involving
reorganization of the membrane. Two simple recommenda-
tions are 1), evaluating the time-dependence of ensemble
averages, and 2), conducting multiple simulations with
different initial conditions. We have recently shown that
by using enhanced sampling techniques it is possible to
identify the locations of hidden free energy barriers without
a priori knowledge (9). Future research will examine strate-
gies for speeding up the crossing of these barriers, such as
optimized order parameters including bilayer reorganization
and enhanced sampling techniques including a random walk
along the order parameter (9).

SUPPORTING MATERIAL

Supplemental Methods and Results, two tables, eight figures, three equa-

tions and references (18–24) are available at http://www.biophysj.org/

biophysj/supplemental/S0006-3495(14)00275-6.
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3D-SIM Super-resolution of FtsZ and Its Membrane Tethers in Escherichia
coli Cells

Veronica Wells Rowlett1 and William Margolin1,*
1Department of Microbiology and Molecular Genetics, University of Texas Medical School at Houston, Houston, Texas

ABSTRACT FtsZ, a bacterial homolog of eukaryotic tubulin, assembles into the Z ring required for cytokinesis. In Escherichia
coli, FtsZ interacts directly with FtsA and ZipA, which tether the Z ring to the membrane. We used three-dimensional structured
illumination microscopy to compare the localization patterns of FtsZ, FtsA, and ZipA at high resolution in Escherichia coli cells.
We found that FtsZ localizes in patches within a ring structure, similar to the pattern observed in other species, and discovered
that FtsA and ZipA mostly colocalize in similar patches. Finally, we observed similar punctate and short polymeric structures
of FtsZ distributed throughout the cell after Z rings were disassembled, either as a consequence of normal cytokinesis or
upon induction of an endogenous cell division inhibitor.
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The assembly of the bacterial tubulin FtsZ has beenwell stud-
ied in vitro, but the fine structure of the cytokinetic Z ring it
forms invivo is notwell defined. Super-resolutionmicroscopy
methods including photoactivated localization microscopy
(PALM) and three-dimensional-structured illumination mi-
croscopy (3D-SIM) have recently provided a more detailed
view of Z-ring structures. Two-dimensional PALM showed
that Z rings in Escherichia coli are likely composed of
loosely-bundled dynamic protofilaments (1,2). Three-dimen-
sional PALM studies of Caulobacter crescentus initially
showed that Z ringswere comprised of loosely bundled proto-
filaments forming a continuous but dynamic ring (1–3). How-
ever, a more recent high-throughput study showed that the Z
rings of this bacteriumare patchy or discontinuous (4), similar
to Z rings of Bacillus subtilis and Staphylococcus aureus
using 3D-SIM (5). Strauss et al. (5) also demonstrated that
the patches in B. subtilis Z rings are highly dynamic.

Assembly of the Z ring is modulated by several proteins
that interact directly with FtsZ and enhance assembly or
disassembly (6). For example, FtsA and ZipA promote ring
assembly in E. coli by tethering it to the cytoplasmic mem-
brane (7,8). SulA is an inhibitor of FtsZ assembly, induced
only after DNA damage, which sequesters monomers of
FtsZ to prevent its assembly into a Z ring (9). Our initial goals
were to visualize Z rings in E. coli using 3D-SIM, and then
examine whether any FtsZ polymeric structures remain
after SulA induction. We also asked whether FtsA and
ZipA localized in patchy patterns similar to those of FtsZ.

We used a DeltaVision OMX V4 Blaze microscope
(Applied Precision, GE Healthcare, Issaquah, WA) to
view the high-resolution localization patterns of FtsZ in
E. coli cells producing FtsZ-GFP (Fig. 1). Three-dimen-
sional views were reconstructed using softWoRx software

(Applied Precision). To rule out GFP artifacts, we also visu-
alized native FtsZ from a wild-type strain (WM1074) by
immunofluorescence (IF).

Both FtsZ-GFP (Fig. 1, A, B, and B1) and IF staining for
FtsZ (Fig. 1, C, D, and D1) consistently localized to patches
around the ring circumference, similar to the B. subtilis and
C. crescentus FtsZ patterns (4,5). Analysis of fluorescence
intensities (see Fig. S1, A and B, in the Supporting Material)
revealed that the majority of Z rings contain one or more
gaps in which intensity decreases to background levels
(82% for FtsZ-GFP and 69% for IF). Most rings had 3–5
areas of lower intensity, but only a small percentage of these
areas had fluorescence below background intensity (34% for
FtsZ-GFP and 21% for IF), indicating that the majority of
areas with lower intensity contain at least some FtsZ.

To elucidate how FtsZ transitions from a disassembled
ring to a new ring, we imaged a few dividing daughter cells
before they were able to form new Z rings (Fig. 1 E). Previ-
ous conventional microscopy had revealed dynamic FtsZ
helical structures (10), but the resolution had been insuffi-
cient to see further details. Here, FtsZ visualized in dividing
cells by 3D-SIM localized throughout as a mixture of
patches and randomly-oriented short filaments (asterisk
and dashed oval in Fig. 1, respectively). These structures
may represent oligomeric precursors of Z ring assembly.

To visualize FtsZ after Z-ring disassembly another way,
we overproduced SulA, a protein that blocks FtsZ assembly.
We examined E. coli cells producing FtsZ-GFP after
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induction of sulA expression from a pBAD33-sulA plasmid
(pWM1736) with 0.2% arabinose. After 30 min of sulA in-
duction, Z rings remained intact in most cells (Fig. 2 A and
data not shown). The proportion of cellular FtsZ-GFP in the
ring before and after induction of sulA was consistent with
previous data (data not shown) (1,11).

Notably, after 45 min of sulA induction, Z rings were
gone (Fig. 2, B and B1), replaced by numerous patches
and randomly-oriented short filaments (asterisk and dashed
ovals in Fig. 2), similar to those observed in a dividing cell.
FtsZ normally rapidly recycles from free monomers to ring-
bound polymers (11), but a critical concentration of SulA
reduces the pool of available FtsZ monomers, resulting in
breakdown of the Z ring (9). The observed FtsZ-GFP
patches and filaments are likely FtsZ polymers that disas-
semble before they can organize into a ring.

We confirmed this result by overproducing SulA in wild-
type cells and detecting FtsZ localization by IF (Fig. 2, C,D,
and D1). The overall fluorescence patterns in cells produc-
ing FtsZ-GFP versus cells producing only native FtsZ
were similar (Fig. 2, B1 and D1), although we observed
fewer filaments with IF, perhaps because FtsZ-GFP confers
slight resistance to SulA, or because the increased amount of
FtsZ in FtsZ-GFP producing cells might titrate the SulA
more effectively.

Additionally, we wanted to observe the localization pat-
terns of the membrane tethers FtsA and ZipA. Inasmuch as
both proteins bind to the same C-terminal conserved tail of
FtsZ (12–14), they would be expected to colocalize with the
circumferential FtsZ patches in the Z ring. We visualized
FtsA using protein fusions to mCherry and GFP (data not
shown) as well as IF using a wild-type strain (WM1074)
(Fig. 3A).We found that the patchy ring pattern of FtsA local-
ization was similar to the FtsZ pattern. ZipA also displayed
a similar patchy localization in WM1074 by IF (Fig. 3 B).

To determine whether FtsA and ZipA colocalized to these
patches, we used a strain producing FtsA-GFP (WM4679)
for IF staining of ZipA using a red secondary antibody.
FtsA-GFP (Fig. 3 C) and ZipA (Fig. 3 D) had similar pat-
terns of fluorescence, although the three-dimensional inten-
sity profiles (Fig. 3, C1 and D1) reveal slight differences in
intensity that are also visible in a merged image (Fig. 3 E).
Quantitation of fluorescence intensities around the circum-
ference of the rings revealed that FtsA and ZipA colocalized
almost completely in approximately half of the rings
analyzed (Fig. 3 F, and see Fig. S2 A), whereas in the other
rings there were significant differences in localization in one
or more areas (see Fig. S2 B). FtsA and ZipA bind to the
same C-terminal peptide of FtsZ and may compete for bind-
ing. Cooperative self-assembly of FtsA or ZipA might result
in large-scale differential localization visible by 3D-SIM.

In conclusion, our 3D-SIM analysis shows that the patchy
localization of FtsZ is conserved in E. coli and suggests that
it may be widespread among bacteria. After disassembly of
the Z ring either in dividing cells or by excess levels of the
cell division inhibitor SulA, FtsZ persisted as patches and
short filamentous structures. This is consistent with a highly

FIGURE 1 Localization of FtsZ in E. coli. (A) Cell with a Z ring

labeled with FtsZ-GFP. (B) Rotated view of Z ring in panel A.

(C) Cell with a Z ring labeled with DyLight 550 (Thermo Fisher

Scientific, Waltham, MA). (D) Rotated view of Z ring in panel C.

(B1 and D1) Three-dimensional surface intensity plots of Z rings

in panels B and D, respectively. (E) A dividing cell producing

FtsZ-GFP. The cell outline is shown in the schematic. (Asterisk)

Focus of FtsZ localization; (open dashed ovals) filamentous

structures of FtsZ. Three-dimensional surface intensity plots

were created using the software ImageJ (19). Scale bars, 1 mm.

FIGURE 2 Localization of FtsZ after overproduction of SulA.

(A) Cell producing FtsZ-GFP after 0.2% arabinose induction of

SulA for 30 min. (B) After 45 min. (B1) Magnified cell shown in

panel B. (C) Cell producing native FtsZ labeled with AlexaFluor

488 (Life Technologies, Carlsbad, CA) 30 min after induction;

(D) 45 min after induction. (D1) Magnified cell shown in panel

D. Scale bars, 1 mm. (Asterisk) Focus of FtsZ localization;

(open dashed ovals) filamentous structures of FtsZ.
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dynamic population of FtsZ monomers and oligomers
outside the ring, originally observed as mobile helices in
E. coli by conventional fluorescence microscopy (10) and
by photoactivation single-molecule tracking (15). FtsA
and ZipA, which bind to the same segment of FtsZ and
tether it to the cytoplasmic membrane, usually display a
similar localization pattern to FtsZ and each other, although
in addition to the differences we detect by 3D-SIM, there are
also likely differences that are beyond its ~100-nm resolu-
tion limit in the X,Y plane.

As proposed previously (16), gaps between FtsZ patches
may be needed to accommodate a switch from a sparse Z
ring to a more condensed ring, which would provide force
to drive ring constriction (17). If this model is correct, the
gaps should close upon ring constriction, although this
may be beyond the resolution of 3D-SIM in constricted
rings. Another role for patches could be to force molecular
crowding of low-abundance septum synthesis proteins such
as FtsI, which depend on FtsZ/FtsA/ZipA for their recruit-
ment, into a few mobile supercomplexes.

How are FtsZ polymers organized within the Z-ring
patches? Recent polarized fluorescence data suggest that
FtsZ polymers are oriented both axially and circumferen-
tially within the Z ring in E. coli (18). The seemingly random
orientation of the non-ring FtsZ polymeric structures
we observe here supports the idea that there is no strong
constraint requiring FtsZ oligomers to follow a circumferen-
tial path around the cell cylinder. The patches of FtsZ in the

unperturbed E. coli Z ring likely represent randomly oriented
clusters of FtsZ filaments that are associated with ZipA,
FtsA, and essential septum synthesis proteins. New super-
resolution microscopy methods should continue to shed light
on the in vivo organization of these protein assemblies.

SUPPORTING MATERIAL

Preparation of Samples for 3D-SIM and two figures are available at http://

www.biophysj.org/biophysj/supplemental/S0006-3495(14)00895-9.
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Explicit Tracking of Uncertainty Increases the Power of Quantitative
Rule-of-Thumb Reasoning in Cell Biology

Iain G. Johnston,1 Benjamin C. Rickett,1 and Nick S. Jones1,*
1Department of Mathematics, Imperial College London, London, United Kingdom

ABSTRACT Back-of-the-envelope or rule-of-thumb calculations involving rough estimates of quantities play a central sci-
entific role in developing intuition about the structure and behavior of physical systems, for example in so-called Fermi
problems in the physical sciences. Such calculations can be used to powerfully and quantitatively reason about biological
systems, particularly at the interface between physics and biology. However, substantial uncertainties are often associated
with values in cell biology, and performing calculations without taking this uncertainty into account may limit the extent to
which results can be interpreted for a given problem. We present a means to facilitate such calculations where uncer-
tainties are explicitly tracked through the line of reasoning, and introduce a probabilistic calculator called CALADIS, a
free web tool, designed to perform this tracking. This approach allows users to perform more statistically robust calcula-
tions in cell biology despite having uncertain values, and to identify which quantities need to be measured more precisely
to make confident statements, facilitating efficient experimental design. We illustrate the use of our tool for tracking uncer-
tainty in several example biological calculations, showing that the results yield powerful and interpretable statistics on the
quantities of interest. We also demonstrate that the outcomes of calculations may differ from point estimates when uncer-
tainty is accurately tracked. An integral link between CALADIS and the BioNumbers repository of biological quantities
further facilitates the straightforward location, selection, and use of a wealth of experimental data in cell biological
calculations.

INTRODUCTION

Rule-of-thumb, or back-of-the-envelope, calculations are of
great utility across the sciences, allowing estimates of quan-
tities to be obtained while gleaning intuition about the
important numerical features of a system. In physics, the
paradigm of the Fermi problem has been used for decades
to develop intuition about the structure and behavior of sys-
tems by employing reasonable approximations, order-of-
magnitude estimates, dimensional analysis, and clearly
stated assumptions. The use of the napkin (often more
readily available than an envelope in modern cafés and con-
ferences) as a medium to perform rough calculations and
gain understanding of a system given limited experimental
information is well known in the physical sciences and
has recently gained popular attention (1). Recent mathemat-
ical approaches to complex problems in wider scientific
fields have employed these back-of-the-envelope ap-
proaches, including bioestimates in physical biology (2)
and cell biology (3) and the popular ‘‘street-fighting mathe-
matics’’ for use throughout the sciences (4).

However, these calculations currently do not have as cen-
tral a role in cell biology as they do in the physical sciences,

despite receiving substantial recent attention as powerful
tools for reasoning in quantitative biology (5,6), and being
facilitated by quantitative resources like the excellent
BioNumbers database (7). One reason for this absence is
that many of the quantities involved in cell biology are
either intrinsically highly variable or have large measure-
ment errors. Calculations that do not take these uncertainties
into account (yielding a mean value estimate without asso-
ciated uncertainties), although powerful in their own right,
may represent only part of the story (Fig. 1 A).

In some back-of-the-envelope circumstances, accuracy
may be maintained without the explicit tracking of uncer-
tainties. An example of this is in calculations involving
the multiplication of several terms, each of which may be
reasonably assumed to be normally distributed with similar
coefficients of variation. In such a calculation, the logarithm
of the error in an estimate scales with the square-root of the
number of terms in the calculation. However, quantitative
cell biology often involves distributions that cannot be
assumed to be normally distributed, as well as calculations
more general than simple multiplications of terms. In these
circumstances, where individual uncertainties can differ be-
tween terms and may be over many orders of magnitude, the
risk of inaccuracy associated with calculations without un-
certainty is increased. If uncertainties are included in such
calculations, it is often through standard propagation-of-un-
certainty approaches (8), which typically track a limited
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number of distribution moments and can thereby fail to
accurately represent the distribution of the final result for
nonnormal distributions. Of course, the process of perform-
ing rough calculations and obtaining estimated answers is
immensely valuable in its own right, for the reasons dis-
cussed above. To complement this powerful process of
Fermi reasoning in biology, we here suggest a complemen-
tary form of envelope reasoning, allowing for calculations
including uncertain quantities.

METHODS

Explicitly tracking uncertainty in cell biological
calculations

We propose an approach to biological rule-of-thumb calculations involving

uncertain quantities that does not solely rely on point estimates of quantities

of interest. Instead, our approach involves treating every uncertain quantity

in a rule of thumb calculation as a probability distribution describing this

uncertainty. The following iterative process is then performed: in each iter-

ation, a sampled value is taken from each distribution of interest in the calcu-

lation. The value of the complete calculation is computed given this set of

samples. This process is iterated many times to build up a distribution of

values describing the output of the calculation. This output distribution

then provides an interpretable and statistically rigorous answer to the rule-

of-thumb question. We present this approach as a complement to, and not

a substitute for, the valuable process of Fermi estimation, and stress again

the value of ‘‘just having a go with the numbers’’.

We emphasize that our approach, calculation of quantities using samples

from distributions rather than point estimates, can be used to obtain inter-

pretable results in cases where we do not have access to the full set of orig-

inal measurements. This situation is likely to apply, for example, when

using summarized results from previous independent experiments. In this

case, our method can be viewed as a generalization of the resampling ap-

proaches that could be used if we had full access to the original data,

such as bootstrapping or jackknifing (9).

In addition to adding statistical power to rule-of-thumb questions in cell

biology, this approach can also be used to facilitate efficient design of

experiments to reduce uncertainty in a given quantity. In the picture of

calculations performed using probability distributions, this goal can be

accomplished using a simple variant of a sensitivity analysis approach.

Consider artificially decreasing the variance of each distribution in a calcu-

lation one-by-one. Decreasing the variance of each individual distribution

will lead to a decrease in the overall variance of the output distribution,

and the magnitudes of these induced overall decreases can be recorded.

The quantity with the most power to decrease overall variance in the calcu-

lation output can then be identified, and its value further refined through

experiment. Conceptually, this approach resembles performing a sensitivity

analysis on the variance of the solution distribution with respect to the var-

iances of individual input distributions.

An important point to consider when attempting to quantify uncertainty in

scientific calculations is the source and meaning of the word ‘‘uncertainty’’.

A degree of measurement error may be associated with an experimental pro-

tocol, causing uncertainty in the resulting value due to imprecision. Alterna-

tively, a given physical or biological quantitymay exhibit genuine variability

independent of the measurement process, in that its value fluctuates or

changes with time and/or other controlling factors. The degree to which cal-

culations involving uncertain quantities are interpretable is contingent on the

types of uncertainty involved (see Discussion).

CALADIS: a probabilistic calculator for biology

We introduce a web-based calculator called CALADIS (from ‘‘calculate a

distribution’’), available for free use (and free source code download) at

www.caladis.org. CALADIS, in addition to computing with constant quan-

tities and standard mathematical operators and functions, naturally incorpo-

rates probability distributions as fundamental calculation elements,

yielding as its output a probability distribution over the final answer. As

described above, this probabilistic calculation approach allows uncer-

tainties to be tracked throughout a calculation, providing a wealth of output

data and allowing a complete view of the statistical details of the output of a

probabilistic calculation (Fig. 1 B) and further information about the sour-

ces of uncertainty (Fig. 1 C; see later).

We underline that our web tool requires no knowledge of computer pro-

gramming and no access to mathematical software tools, and, in addition to

A

B

C

FIGURE 1 An example back-of-the-envelope calculation. Current tech-

nology is unable to measure the number of protons in a cell, so we esti-

mate this number from measured quantities. (A) An estimate without

uncertainty, combining rough estimates of pH and cell volume to obtain

a guess for the number of protons. In this example, mean values are

chosen to match the means of known measurements, but no associated

uncertainty is analyzed. (B) An estimate using CALADIS to explicitly

account for uncertainties in the measured quantities and reporting explan-

atory statistics about the final quantity, using uniform distributions to

represent the uncertainty in the variables involved. Other representative

distributions are possible and can be analyzed using our approach (see

Results). (C) CALADIS also finds that in this example calculation,

more of the final uncertainty arises from uncertainty in cell volume than

pH: refining volume estimates is slightly preferred as the optimal experi-

mental strategy to lower overall uncertainty. To see this figure in color,

go online.
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functioning on desktop and laptop browsers, is compatible with a range of

hand-held devices. Our aim in designing this tool is to facilitate fast and

easy calculations involving uncertain biological quantities for users

including those who lack the background or software to produce their

own machinery for performing such calculations. The ability of our site

to function on mobile devices makes it a plausible substitute for the well-

known napkin over coffee or a conference dinner, facilitating informal

but rigorous rough estimates of quantities as new ideas emerge.

CALADIS presents the user with a field (Fig. 2 A) to input calcula-

tion expressions, which may involve probability distributions identified

with a prepended # symbol, where # functions as a sigil denoting a distribu-

tion, e.g.,

4=3 � pi � # cellRadiusDist ^ 3:

For every probability distribution found in the input expression, CALADIS

prompts the user to choose a distribution type, and appropriate parameters

to describe that distribution (for example, perhaps specifying that

# cellRadiusDist is a uniform distribution between 1 and 1.5 mm), or, in

the case of BioNumbers (see below), automatically populates the distribu-

tion details with the appropriate parameters (Fig. 2 B). Users may also use a

built-in browser to input distributions corresponding to recorded quantities

from biological experiments (Fig. 2 C; see BioNumbers below). The user

may then click ‘‘Calculate’’, whereupon CALADIS computes a probability

distribution describing the final answer using the above approach, sampling

many times from each distribution the user entered to build up a set of sam-

ples from the resultant distribution, which is then displayed graphically

(Fig. 2 D). This interface includes a tool to estimate the probability mass

between two given values, user-controlled display of the probability of

lying in each bin, summary statistics of the distribution (Fig. 2 E), results

from the optional standard deviation (SD) analysis (Fig. 2 F), and a URL

that serves as a permanent link to that calculation. This collection of output

statistics and graphics allows a complete overview of the probabilistic result

of the user’s calculation.

CALADIS also facilitates the aforementioned efficient design of ex-

perimental strategies, through consideration of the contributions of

different quantities to the overall uncertainty in a calculation. The user

has the option of performing a standard deviation analysis for common

types of input distribution in the web interface. In this analysis, the SD

of each input distribution of this type is artificially reduced by 10%,

and the resulting effect on the SD and interquartile range of the resultant

distribution is recorded (Fig. 2 F). Intuition about the input variable with

the most power to refine the overall output estimate can then be gained

straightforwardly.

BioNumbers

We have embedded the data provided by the BioNumbers repository (7)

within CALADIS. BioNumbers contains a huge range of biological mea-

surements, spanning scales from microscopic chemical reaction rates

and cellular concentrations to ecosystem- and planetwide statistics of

FIGURE 2 Elements of CALADIS interface. (A) The expression input box: a user enters a calculation here, providing any required information about

distributions (for example, perhaps specifying that a certain distribution is uniform between 0 and 1, or normal with mean 1 and SD 0.1). (B) Each probability

distribution in the input expression must then be characterized, either through the user’s entry of appropriate parameters, or (as depicted) through the auto-

matic recognition of a BioNumber. (C) The BioNumbers Browser allows the identification, selection, and inclusion of values from the BioNumbers database.

(D) The resultant distribution for the calculation is then displayed, along with summary statistics of the distribution (E) and (optionally) SD analysis (F)

assessing the sensitivity of overall variance with respect to the variance of individual elements. This illustration involves, as an example calculation, the pro-

ton number calculation discussed in the Results. To see this figure in color, go online.
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biological populations. Our link to the database allows us to perform

powerful rule-of-thumb biophysical and cell-biological calculations with

BioNumbers (5) while tracking uncertainties to estimate the ranges of

the final answer.

Within our web tool, the BioNumbers database is parsed to obtain, for

each BioNumber, a corresponding probability distribution, units, and a

URL to the source data. Probability distributions are assigned based on

the format of the source data and according to a user-defined protocol

(see the Supporting Material). The units of each value are automatically ob-

tained from the database. Users may then use a variety of approaches to

identify and select BioNumbers for use in a probabilistic calculation, and

the corresponding probability distributions are automatically included as

calculation elements (see the Supporting Material).

RESULTS

Problems with reasoning with mean values in
nonlinear contexts

We first illustrate how reasoning using only mean estimates
may lead to incorrect results in calculations. Consider two
measured quantities X and Y, perhaps corresponding to the
abundance of two different types of entity in a population.
We are interested in the proportion of X in the population
P ¼ X/(X þ Y).

Say we have the information that the measured quanti-
ties follow log-normal distributions, with X having mean
mX ¼ 0.1 and SD (of the log-normal distribution itself,
as opposed to the underlying normal distribution) sX ¼
0.1, and Y having mean mY ¼ 0.9 and SD sF ¼ 0.9.
In this artificial example, estimating the expected propor-
tion of X in the population from the means alone would
give

bP ¼ mX

�ðmX þ mYÞ ¼ 0:1:

However, accurately tracking uncertainty in this calculation
produces the counterintuitive result that EðPÞ x 0.144,
rather more than the population proportion estimated from
mean values (Fig. 3 A).

This illustration contrasts with the cases where a calcula-
tion is straightforwardly additively or multiplicatively sepa-
rable. In such cases, the fact that functions f(X) and g(X) of
independent random variables X and Y are themselves inde-
pendent leads to the results Eðf ðXÞgðYÞÞ ¼ Eðf ðXÞÞEðgðYÞÞ
and Eðf ðXÞ þ gðYÞÞ ¼ Eðf ðXÞÞ þ EðgðYÞÞ; implying that
calculations based on the individual means of X and Y
will accurately estimate the overall mean. The error in
the mean-based estimate bP in our example arises from
the structure of the expression used to calculate the
population proportion: the fraction cannot be separated
into independent functions of X and Y. Generally in such
inseparable cases, calculations based solely on mean
values may not provide correct estimators. In such cases,
explicitly tracking uncertainty not only provides a powerful
characterization of the uncertainty in the final answer but
also guarantees that such errors in the mean outcome are
not made.

Next, we give two example calculations from the
BioNumber of theMonth website (3) to illustrate the process
of explicitly tracking uncertainties in cell biological calcula-
tions with BioNumbers. The details of the BioNumber distri-
butions used are shown in the Supporting Material.

The number of hydrogen ions in a cell

Given measurement of the pH and volume Vof a system, the
number of hydrogen ions in the system can be deduced as n¼
10�pHNAV, where NAx 6� 10�23 is Avogadro’s number. In
the December 2011 entry of Milo (3), measurements of pH
and cell volume are used to estimate that an Escherichia
coli cell contains ~60 hydrogen ions. Using CALADIS’
BioNumbers browser to search for ‘‘cell volume’’ and ‘‘cyto-
plasm pH’’ identifies BioNumbers 100003 (E. coli cell vol-
ume) and 106518 (E. coli pH). These values appear in
BioNumbers as (100003) 0.1–3.5 mm3, interpreted as U(0.1,
3.5) mm3; and (106518) 7.2–7.8, interpreted as U(7.2, 7.8).
It is possible to interpret these results in terms of different
probability distributions—a facility supported by CALADIS
(see the SupportingMaterial). For example, the quantity 0.1–
3.5 mm3 could be interpreted as a log-normal distribution
with 0.1 mm3 and 3.5 mm3 as51s points of the distribution.
However, in this specific example, we use a uniform distribu-
tion, because the corresponding log-normal distribution
exhibits extremely high variance with a range over more
than an order of magnitude, which does not intuitively match
the expected distribution of cell sizes in a population. Addi-
tionally, analytic results for the distribution of exponentially
growing, dividing cells suggest a quadratic distribution that
bears a stronger resemblance to the uniform than the log-
normal picture (10). The ability to explore these different
interpretations, and quantitatively debate the properties of
each, are valuable scientific processes which our approach
facilitates.

We can automatically access these BioNumbers and
their associated uncertainties in CALADIS, then calcu-
late the above equation while tracking uncertainties (this
calculation forms the example used illustratively in
Fig. 1 B). We find that the resultant distribution (see
Fig. 3 B) easily spans an order of magnitude, with 14%
of the density < 10 protons and 3% > 100 protons (statis-
tics straightforwardly found using CALADIS’ interface).
Use of SD analysis suggests that more of this uncertainty
originates from the spread of cell volumes. We now have
a mean estimate at ~37 protons and a full characterization
of the uncertainty associated with this answer, allowing a
quantified degree of confidence to be associated with our
reasoning.

Diffusion times in cells

In the March 2010 entry of Milo (3), the characteristic time-
scales for diffusion through cells of various sizes are
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explored, using the expression t ¼ x2/6D, where x is the
length scale of diffusion and D is the diffusion constant of
the species of interest. Milo (3) uses a rough estimate
of the diffusion constant for GFP in E. coli and order-of-
magnitude reasoning to obtain an estimate of 10 ms to tra-
verse a root mean square distance of 1 mm.

Using CALADIS’ BioNumbers browser to search for
‘‘diffusion rate’’ identifies BioNumber 100193 (diffusion
rate in E. coli), recorded as 7.7 5 2.5 mm2 s�1 and inter-
preted as N(7.7, 2.5) m2 s�1. We follow the calculation in
Milo (3) by including this BioNumber in the above equation,
using x¼ 1 mm, and performing the probabilistic calculation
of t in CALADIS, tracking uncertainties.We observe that the
resultant distribution (see Fig. 3 C) is highly skewed, with an
apparent coefficient of variation (the ratio of the SD to the
mean, illustrating the spread of the distribution) of ~2.4.
This example, where a probability distribution appears in
the denominator of an expression for a quantity of interest,
illustrates how the resultant uncertainty can behave unintui-
tively when variables are combined even in relatively simple
ways. Calculation of a resultant distribution provides a more
robust method in these circumstances than traditional prop-
agation-of-uncertainty approaches, and construction of a
full probability distribution for the output of a calculation
allows interpretation of details like skewness that are missed
by a simple estimate of the SD alone.

DISCUSSION

We have described an approach for performing rule-of-
thumb calculations in biophysics and cell biology while
incorporating the considerable uncertainty often involved
in such biological contexts. This approach, which does not

rely solely on point estimates of relevant quantities, allows
the treatment and interpretation of the uncertainty involved
in such calculations, increasing their trustworthiness and
their power to assist intuitive reasoning. In addition, it
may be used to optimize experimental design, by helping
to identify measurements with the greatest power to refine
knowledge of the overall quantity of interest.

To facilitate the straightforward use of this approach, both
at a computer and on mobile devices, we have introduced
CALADIS, an online tool for performing calculations
involving probability distributions, available for free use
and with its source code open and available to download.
CALADIS has a particular link to rule-of-thumb calcula-
tions with BioNumbers in cell biology, and we have illus-
trated its use in deriving distributions of quantities of
biophysical and cell biological interest. In employing these
calculations in a scientific context, it is important to note
that tracking the uncertainties in calculations is only useful
if the underlying model is appropriately trusted: hygienic
treatment of errors is a separate consideration from picking
the right model for the world. It is unlikely that the model
probability distributions employed in our approach (and
many other analyses) represent the perfect description of a
quantity arising in the real world; however, we hope that
our approach, with the broad range of distributions sup-
ported by CALADIS, provides a means of reasonably esti-
mating a wide range of real quantities. As we highlight
above, the discussion of appropriate models for uncertainty,
and their quick quantitative comparison, is a scientifically
beneficial feature facilitated by our approach.

Back-of-the-envelope calculations (though used
throughout history) have become increasingly popular
recently as tools for developing quantitative reasoning and

0
0.01
0.02
0.03
0.04
0.05
0.06
0.07

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

P
(X

)

X

Point estimate
Distribution mean

Caladis distribution

A

0

0.01

0.02

0.03

0.04

0 40 80 120 160

P
(n

)

n

B

0
0.01
0.02
0.03
0.04
0.05
0.06
0.07

0 0.02 0.04 0.06 0.08 0.1

P
(t)

t / s

C

FIGURE 3 Point estimates and biological distri-

butions. (A) The distribution resulting from the

illustrative X/(X þ Y) calculation in the text. The

value obtained by considering mean estimates

alone differs from the mean of the true distribution,

which is heavily skewed, highlighting the impor-

tance of explicitly tracking uncertainty. (B and C)

Estimates, using data from biological experiments

via the BioNumbers database, and tracking uncer-

tainties for (B) number of protons in an E. coli

cell and (C) time for GFP to diffuse 1 mm in

E. coli. All distributions are direct outputs from

CALADIS. To see this figure in color, go online.
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intuition (1,4,5). Despite this increase in popularity, their
use is not yet as prevalent in biology as in the physical sci-
ences. We hope that this tool provides support for, and may
increase trust in, the use of back-of-the-envelope calcula-
tions in quantitative cell biology (and across the biosci-
ences) by exposing the role of uncertainties. We have
shown that in some cases (for example, in calculating pro-
portions), failing to track uncertainties can lead to rough
guesses that do not represent the full truth of the calculation.

In our work with biological calculations, we have found
that CALADIS plays a useful role in quality control for
rule-of-thumb reasoning: after having made an approximate
estimate on a real napkin, it is helpful to check whether the
biological question at hand remains adequately answered if
variability/imprecision is appropriately accommodated. We
further note the reverse possibility: rather than serving as a
sanity check for our envelope calculations, CALADIS can
help create optimismabout our estimates. For example, in set-
tings where the uncertainty of some calculation elements is
known to be very substantial, it might be the case that the final
distribution of the estimated quantity is, in fact, sufficiently
constrained for scientific advance. As discussed, an uncer-
tainty appended to an estimated quantity needs to be treated
with care (since it can depend on distribution choice) but it
can still serve as a partial certificate for the relevance of the
estimate. We suggest that researchers may present links to
their calculations within CALADIS, so that readers are then
free to use their prior beliefs to modify the component distri-
butions (if, for example, a reader is less confident about a var-
iable than the author) to see whether the conclusions are still
robust.

Asmentioned previously, the interpretation of calculations
tracking uncertainty is contingent on the source of the uncer-
tainty in the elements of the calculation, which may arise
from imprecision (for example, measurement errors associ-
atedwith an experimental protocol) or variability (the natural
fluctuations intrinsic to a system of interest). Care must be
taken in the interpretation of the resultant distribution de-
pending on the sources of uncertainty in the calculation.
For example, consider a quantityXwhich is subject to natural
variability, stationary but fluctuating with time, and which
has been characterized by a distribution involving a finite
number N of measurements of X at different times. If we
are interested in the behavior of X over an infinitesimally
small timewindow, it makes sense to draw from this distribu-
tion of X, since this distribution represents plausible states of
the system. If we are interested in the time-averaged behavior
of X, we may instead consider the distribution of bEðXÞ, an es-
timate of the mean of X. EðXÞ is a single number about which
we are uncertain: the distribution of bEðXÞ derived from our
measurements will have a finite width (the standard error
on the mean, dependent on N), corresponding to imprecision
rather than natural variability. Mixing uncertainties due to
imprecision with those due to variability may lead to results
that are not trivial to interpret. We underline the importance

of transparency in the meaning of a probabilistic calculation
to avoid misinterpretation—in the above example, it should
be explicitly stated whether a calculation involves (variable)
single instances of a measurement (X) or (imprecise) time-
averaged behavior ðEðXÞÞ.

The process of sampling from distributions describing in-
dividual quantities, performing a calculation using these
samples, and building a final distribution is akin to several
methodologies of use in Bayesian statistics (11). The differ-
ence between our approach and Bayesian sampling ap-
proaches is that after establishing our distributions we
condition on no further data, instead assuming that the indi-
vidual distributions (which could be pictured as priors)
already contain all information on the likelihood of individ-
ual values. In this sense, the Bayesian interpretation of our
approach is not as a method for extracting posteriors from
priors given data, but is instead a method for performing cal-
culations with priors without new data, thus constructing
new prior distributions over more complicated quantities.
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Additional supplemental information are available at http://www.biophysj.

org/biophysj/supplemental/S0006-3495(14)01124-2.

The authors thank Roslyn Lavery for help with web hosting and develop-

ment, Ron Milo for helpful comments on the manuscript, and the valuable

comments of three anonymous reviewers.

I.G.J. acknowledges funding from the UK Medical Research Council.

N.S.J. acknowledges grant Nos. EP/K503733/1 and BBD0201901.

REFERENCES

1. Weinstein, L., and J. Adam. 2009. Guesstimation: Solving the World’s
Problems on the Back of a Cocktail Napkin. Princeton University
Press, Princeton, NJ.

2. Phillips, R., J. Kondev, ., H. Garcia. 2009. Physical Biology of the
Cell. Garland Science, New York.

3. Milo, R. 2009. BioNumber of the Month. http://www.weizmann.ac.il/
plants/Milo/index.php?page_name¼BioNumberOfTheMonth.

4. Mahajan, S. 2010. Street-Fighting Mathematics: The Art of Educated
Guessing and Opportunistic Problem Solving. MIT Press, Cambridge,
UK.

5. Phillips, R., and R. Milo. 2009. A feeling for the numbers in biology.
Proc. Natl. Acad. Sci. USA. 106:21465–21471.

6. Moran, U., R. Phillips, and R. Milo. 2010. SnapShot: key numbers in
biology. Cell. 141:1262.

7. Milo, R., P. Jorgensen, ., M. Springer. 2010. BioNumbers—the data-
base of key numbers in molecular and cell biology. Nucleic Acids Res.
38:D750–D753.

8. Regan, H., S. Ferson, and D. Berleant. 2004. Equivalence of methods
for uncertainty propagation of real-valued random variables. Int. J.
Approx. Reason. 36:1–30.

9. Wasserman, L. 2004. All of Statistics: A Concise Course in Statistical
Inference. Springer, New York.

10. Rausenberger, J., and M. Kollmann. 2008. Quantifying origins of cell-
to-cell variations in gene expression. Biophys. J. 95:4523–4528.

11. Andrieu, C., N. De Freitas, ., M. Jordan. 2003. An introduction to
MCMC for machine learning. Mach. Learn. 50:5–43.

Biophysical Journal 107(11) 2612–2617

Rule-of-Thumb Calculation in Biology 2617



Article

Imaging GFP-Based Reporters in Neurons with Multiwavelength
Optogenetic Control
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ABSTRACT To study the impact of neural activity on cellular physiology, one would like to combine precise control of firing
patterns with highly sensitive probes of cellular physiology. Light-gated ion channels, e.g., Channelrhodopsin-2, enable precise
control of firing patterns; green fluorescent protein-based reporters, e.g., the GCaMP6f Ca2þ reporter, enable highly sensitive
probing of cellular physiology. However, for most actuator-reporter combinations, spectral overlap prevents straightforward
combination within a single cell. Here we explore multiwavelength control of channelrhodopsins to circumvent this limitation.
The ‘‘stoplight’’ technique described in this article uses channelrhodopsin variants that are opened by blue light and closed
by orange light. Cells are illuminated with constant blue light to excite fluorescence of a green fluorescent protein-based reporter.
Modulated illumination with orange light negatively regulates activation of the channelrhodopsin. We performed detailed photo-
physical characterization and kinetic modeling of four candidate stoplight channelrhodopsins. The variant with the highest
contrast, sdChR(C138S,E154A), enabled all-optical measurements of activity-induced calcium transients in cultured rat hippo-
campal neurons, although cell-to-cell variation in expression levels presents a challenge for quantification.

INTRODUCTION

Combining optogenetic stimulation and
fluorescence imaging

Activity-dependent changes in physiology are a hallmark
of neural metabolism and information processing. Action
potential generation and neurotransmitter release constitute
significant metabolic loads, and maintenance of homeo-
stasis in the presence of changing energy demands
engages multiple metabolic pathways (1). Activity-depen-
dent changes in neurons are integral in learning and
memory, and contribute to the pathophysiology of dis-
eases ranging from epilepsy to schizophrenia. Despite
the fundamental importance of activity-dependent changes
in neuronal physiology, we still do not fully understand
many of the underlying pathways. A method to perturb
neuronal activity with high spatiotemporal resolution while
monitoring real-time cellular responses would be a valuable
tool in this effort (2).

Optical tools for perturbing neural activity include photo-
uncaged glutamate (3,4), light-activated agonists of endog-
enous ion channels (5,6), azobenzene-derivatized glutamate
receptors (7), and heterologously expressed microbial rho-
dopsins (8). Of these, the rhodopsins have been particularly
effective because they can be genetically targeted to specific
subclasses of cells; are readily activated with modest doses
of visible light; and typically do not require an exogenous

cofactor (the retinal chromophore is present at sufficient
levels in most vertebrate tissues). Channelrhodopsin-2
(ChR2), a light-gated cation channel from Chlamydomonas
reinhardtii, allows optical control of neural activity in spe-
cies ranging from worms to monkeys (9). New channelrho-
dopsins are frequently added to the optogenetic toolkit,
distinguished by kinetic or spectroscopic features optimized
for particular classes of experiments (10–14).

Protein-based fluorescent sensors have been developed
for real-time measurements of membrane voltage, pH, cal-
cium, ATP, NADH, cAMP, glutamate, reactive oxygen
species, several redox potentials, activity of kinases and
phosphatases, and many other modalities (15–18). Targeting
of these reporters to subcellular domains in genetically
specified subpopulations of neurons enables detailed studies
of calcium fluxes, metabolic state, vesicle cycling, and
signaling pathways. Although fluorescent proteins have
been developed with excitation maxima throughout the
visible spectrum (19), the vast majority of single-wave-
length or FRET-based reporters contain a derivative of green
fluorescent protein (GFP) (excitation, 488 nm; emission,
509 nm).

To achieve simultaneous optical perturbation and readout
within the same cell, one must minimize the degree of
optical crosstalk: the light used to trigger the actuator should
not perturb the fluorescence of the reporter; and the light
used to excite the reporter should not trigger the actuator
(Fig. 1 a). Several approaches have been developed to
achieve these goals. One- and two-photon glutamate uncag-
ing is compatible with imaging of GFP-based reporters (20).
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Channelrhodopsin actuation can be paired with red-shifted
voltage- or calcium-sensitive organic dyes (21,22) or pro-
teins (13,23–25), although the number of reporters suffi-
ciently red-shifted is limited.

Efforts to produce red-excited channelrhodopsins have
shifted the excitation peaks as far as 590 nm, allowing inde-
pendent optical control of distinct neural populations
(10,26). However, these proteins retain 20–30% activation
at the blue wavelengths used for excitation of GFP and thus
experience spurious activation under fluorescence imaging
conditions. Fig. 1 b shows the spectral overlap of GCaMP6f,
a popular Ca2þ reporter, with a panel of channelrhodopsin ac-
tuators. Spectral overlap has remained a significant barrier to
paired optical actuation and sensing in single neurons.

The complex photocycles of microbial rhodopsins open
the possibility of sophisticated optical control (27). These
proteins sample different states—each with its own function
and absorption spectrum—with interstate transitions driven
by illumination, membrane voltage, and thermal energy.
Evolution has made use of these conformational and spec-
tral gymnastics. For example, in Halobacterium salinarum
a single photoreceptor, sensory rhodopsin I, mediates photo-
taxis both toward red light and away from ultraviolet (UV)/
violet light. Red or orange light inhibits kinase activity in
sensory rhodopsin I, while UVor near-UV light activates ki-
nase activity, with opposite effects on cell motility (28). In
the lab, one can use spectrally and temporally tuned pulses
of light to interact with photocycle intermediates, thereby
driving the population into states or distributions of states
inaccessible under steady-state illumination. We previously
applied this strategy to record stable photochemical imprints
of membrane voltage (29) and to encode absolute values of
membrane voltage into nonequilibrium dynamics of photo-
cycle intermediates (30). Here we apply this strategy to

modulate channelrhodopsin photocurrents in the presence
of continuous blue illumination, thereby enabling simulta-
neous optogenetic stimulation and fluorescence imaging of
a GCaMP Ca2þ indicator (31).

Repurposing step-function opsins as stoplight
channelrhodopsins

Step-function opsins (SFO) are channelrhodopsin variants
that are opened by blue light and closed by orange or red
light (32). The full SFO photocycle (33) is quite complex;
Fig. 2 a shows a dramatically simplified version of this pho-
tocycle, which captures the features essential for the present
discussion, but is not appropriate for a quantitative determi-
nation of rate constants. We reasoned that under continuous
blue illumination, one could modulate the population in the
open state by modulating the intensity of simultaneously
applied orange light (Fig. 2 b). By collecting reporter
fluorescence at wavelengths bracketed between the blue
and orange illumination wavelengths, one could image
the reporter with negligible crosstalk from the modulated or-
ange beam. The challenge, then, was to identify an SFO and
illumination conditions (intensities, wavelengths, times)
that would facilitate robust crosstalk-free fluorescence
imaging with simultaneous optogenetic stimulation of neu-
rons. We call our proposed scheme the ‘‘stoplight’’ tech-
nique because the SFO photocurrent is stopped by red (or
orange) light.

Due to the countervailing effects of blue and orange light
on the open-state population, the orange intensity required
to close the channel depends on the blue intensity. The
blue intensity is set by the attributes of the fluorescent
reporter and the demands for spatial and temporal
resolution in the imaging. For instance, single-molecule or

ba
Functional Imaging

Optogenetic Stimulation

400 450 500 550 600 650 700
0

0.2

0.4

0.6

0.8

1

Wavelength (nm)

Fl
uo

re
sc

en
ce

 e
xc

ita
tio

n

400 450 500 550 600 650 700
0

0.2

0.4

0.6

0.8

1
TsChR
ChR2
Chronos
VChR1
Chrimson

GCaMP6f 
excitation

P
ho

to
cu

rr
en

t (
re

l. 
to

 p
ea

k)

Ca2+, ATP, 
pH, etc

450 500

FIGURE 1 Spectral overlap limits combination

of GFP-based reporters and channelrhodopsin-

based actuators. (a) (Top) Continuous blue illumi-

nation is used to monitor GFP-based reporters of

dynamic physiological quantities. (Bottom) Pulsed

blue illumination is used for optogenetic stimula-

tion. These two modalities cannot be combined in

a single cell without optical crosstalk. (b) (Top)

Fluorescence excitation spectrum of GCaMP6f, a

sensor of Ca2þ (data from Chen et al. (31)). Other

GFP-based reporters have a similar excitation spec-

trum. (Bottom) Action spectra of a panel of chan-

nelrhodopsins (data from Klapoetke et al. (10)).

All channelrhodopsins are activated to some extent

by the blue light used to excite a GFP-based re-

porter. To see this figure in color, go online.
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high-magnification experiments require much higher inten-
sity than population-average measurements; voltage imag-
ing at a 1 kHz frame rate to detect neuronal action
potentials requires higher illumination intensity than imag-
ing at a 50 Hz frame rate to detect Ca2þ transients. To image
a GFP-based reporter expressed in neurons under a strong
constitutive promoter, e.g., CaMKIIa or hSynapsin, with
~1-mm spatial resolution and ~10-ms temporal resolution
requires blue illumination (488 nm) at an intensity of 0.1–
10 W/cm2. We thus measured photocurrents with blue illu-
mination in this range, and with a simultaneously applied
second beam of variable intensity and wavelength.

METHODS

Molecular biology

We made point mutants of ChR2, CoChR, and sdChR in a lentiviral vector

(22217; Addgene, Cambridge, MA) under the CaMKIIa promoter. To make

these point mutants, we modified the two-sided splicing by overlap exten-

sion technique of Horton et al. (34). Each gene was PCR-amplified in two

fragments: fragment A, upstream of the mutation site; and fragment B,

downstream of the mutation site. The mutation was introduced into

both the reverse PCR primer used to amplify fragment A and the forward

PCR primer used to amplify fragment B. We used Gibson Assembly

(New England Biolabs, Ipswich, MA) to insert fragments A and B

into the lentiviral vector (Addgene plasmid 22217 digested with the

restriction enzymes BamHI and EcoRI). We produced: ChR2(C128S)-

eGFP, sdChR(C138S)-TS-eGFP-ER, sdChR(C138S,E154A)-TS-eGFP-

ER, CoChR(C108S)-eGFP, sdChR(C138S,E154A)-TS-GCaMP6f-ER, and

sdChR(C138S,E154A)-TS. The trafficking sequence (TS) used in Gradi-

naru et al. (35) was added to the C-terminus of sdChR to improve its mem-

brane trafficking. The FCYENEVendoplasmic reticulum (ER) export motif

of Gradinaru et al. (35) was also added to the C-terminus of GFP or

GCaMP6f in these constructs to improve trafficking. The TS sequence

did not improve membrane trafficking of ChR2(C128S). CoChR showed

excellent membrane trafficking in HEK cells and neurons, so we did not

add trafficking sequences to CoChR.

For expression in HEK cells, ChR2(C128S) was expressed under an

ubiquitin promoter (using the plasmid backbone from Addgene 22051).

Fusions between stoplight rhodopsins and GCaMP6f were made by

inserting a linker with the sequence AAPVVAVSKAAAKSRITSEGE

YIPLDQIDINV, where the bold residues correspond to the TS. Extensive

experience with this linker has shown independent function of the upstream

rhodopsin and the downstream fluorescent reporter.

To generate a vector for expression of mitochondrial GCaMP5G in neu-

rons, we added one copy of the Cox8 localization sequence (MSVLT

PLLLRGLTGSARRLPVPRAKIHSLGDPPV, from Addgene 23348 (36))

to the N-terminus of GCaMP5G in a lentiviral expression vector under

the CaMKII promoter.

All constructs were verified by sequencing.

Cell culture

HEK-293T cell culture and DNA transfection were performed as in Ma-

cLaurin et al. (37). Briefly, HEK293T cells were grown in DMEM supple-

mented with 10% FBS and penicillin/streptomycin in a 37�C incubator

under 5% CO2. Forty-eight hours before measurement, cells were trans-

fected using Transit-293 (Mirus) with the opsin of interest (see Molecular

Biology above). These cells were replated at a density of ~5000–10,000

cells/cm2 on Matrigel-coated (Corning Life Sciences, Tewksbury, MA)

cover-glass bottom dishes (P35G-1.5-14-C; MatTek, Ashland, MA) 24 h

before measurement. All-trans retinal (5 mM) was added to each dish

1–2 h before imaging.

All experimental protocols involving use of animals were approved by the

Harvard Institutional Animal Care and Use Committee. Primary neuronal

cell culture was performed as in Venkatachalam et al. (29). Postnatal day

0 (P0) pups were euthanized and hippocampi were dissected following

the procedure in Goslin (38). Briefly, isolated hippocampi were digested

with papain and homogenized in Hank’s Balanced Salt Solution containing

MgCl2 and kyneurinic acid to prevent excitotoxicity. Cells were plated on

glass-bottomed dishes (P35G-1.5-14-C; MatTek) coated with 20 mg/mL

poly-D-lysine, and cultured in plating medium consisting of MEM (Life

Technologies, Norwalk, CT) containing 10% fetal bovine serum, 0.5%

glucose, 10 mM HEPES, 2 mM Glutamax (Life Technologies), 100 mg/L

transferrin, insulin, and B27. After 60 h, the medium was replaced with

NbActiv4 (Nb4-500; BrainBits, Springfield, IL). At 4 days in vitro, 2 mM

AraC was added to suppress further glial growth. At 7 days in vitro, neurons

were transfected using calcium phosphate (Cat. No. 631312; Clontech,

Mountain View, CA). Each 3.5 cm dish was transfected with 200 ng of opsin

DNA diluted in 1800 ng of nonexpressing pUC19 plasmid.

Patch-clamp electrophysiology and fluorescence
imaging

The combined epifluorescence microscope and patch-clamp apparatus is

described in Hou et al. (30). We imaged GFP-based fluorophores using

excitation at 488 nm. Fluorescence was separated from scattered laser light

by a 525/30 emission filter. Images were acquired at a 20-Hz frame rate on a

scientific complementary metal-oxide semiconductor (CMOS) camera

(Orca 4 Flash; Hamamatsu Photonics, Hamamatsu City, Japan).

a b FIGURE 2 Stoplight optical control of a step-

function opsin. (a) Simplified photocycle of a

step-function opsin adapted from Berndt et al.

(32), comprising a blue-absorbing ground state

(D470), and an orange-absorbing open state

(P520). The P390 intermediate limits the

maximum rate at which the protein can go from

the ground state to the open state. The spectra of

the states are broad and overlapping, with maxima

at the indicated wavelengths. (b) Proposed stop-

light illumination protocol. (Cartoon) Anticipated

data. Simultaneous application of weak (~1 W/

cm2) blue and strong (~300 W/cm2) orange illumi-

nation leaves most channels closed. Removal of the

3orange light opens the channels. In a neuron, this conductance could induce a train of action potentials and induce a fluorescence response in a GFP-based

reporter, here represented by a Ca2þ indicator. Reapplication of orange light closes the channels and suppresses firing. To see this figure in color, go online.
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All whole cell patch-clamp experiments in HEK cells were performed in

voltage-clamp mode, while experiments in neurons were performed in cur-

rent-clamp mode using a patch-clamp amplifier (model 2400; A-M Sys-

tems, Sequim, WA) and a micromanipulator (MP-285; Sutter Instrument,

Novato, CA). Micropipettes were pulled from filamented borosilicate glass

capillary tubes (1.5 mm OD, 0.84 mm ID; World Precision Instruments,

Sarasota, FL) using a glass micropipette puller (P-1000; Sutter Instruments)

to a tip resistance of 5–10 MU and filled with intracellular buffer (125 mM

potassium gluconate, 8 mM NaCl, 0.6 mM MgCl2, 0.1 mM CaCl2, 1 mM

EGTA, 10 mM HEPES, 4 mM Mg-ATP, and 0.4 mM Na-GTP at pH 7.3;

adjusted to 295 mOsm with sucrose). The extracellular solution for all re-

cordings was retinal-free Tyrode’s buffer (125 mM NaCl, 2 mM KCl,

3 mM CaCl2, 1 mM MgCl2, 10 mM HEPES, and 30 mM glucose at pH

7.3; adjusted to 305–310 mOsm with sucrose). For experiments in HEK

cells we added 50 mM 2-APB to block electrical gap junctions. For exper-

iments in neurons, we added 10 mMNBQX, 20 mMGabazine, 25 mMAP-V

to block synaptic transmission. All experiments were performed at 24�C.
Electrophysiology recordings were low-pass filtered at 5 kHz using the

internal filter and then digitized using a data acquisition card (PCIe-6343;

National Instruments, Austin, TX), at 10 kHz. Custom software routines

written in MATLAB (The MathWorks, Natick, MA) and LABVIEW (Na-

tional Instruments) were used to deliver illumination light of different

wavelengths and intensities with submillisecond temporal precision.

RESULTS

Measurements were performed on a homemade system
for simultaneous patch-clamp electrophysiology and
multiwavelength fluorescence illumination and imaging,
described in detail in Venkatachalam et al. (29) and Hou
et al. (30). In brief, lasers at wavelengths of 488, 532,
561, 594, and 640 nm were combined by dichroic mirrors
and modulated via an acousto-optic tunable filter to select
the time-dependent intensity for each wavelength at the
sample. Fluorescence imaging was performed in an inverted
epifluorescence microscope equipped with a high numeri-
cal-aperture objective and a scientific CMOS camera. Mem-
brane electrical properties were measured via whole-cell
patch-clamp in either constant-current or constant-voltage
mode. Illumination, imaging, and electrophysiology were
synchronized via custom LABVIEW software (National In-
struments). All experiments were conducted at 24�C.

We first tested the previously described SFO,
ChR2(C128S) (32). We expressed ChR2(C128S)-eGFP in
HEK293T cells (see Methods) and applied the illumination
sequence shown in Fig. 3 a. We simultaneously monitored
membrane current via whole-cell patch-clamp, maintaining
Vm ¼ �70 mV. A pulse of red light (640 nm, 700 W/cm2,
300 ms) initialized the protein in the fully closed D470 state.
A pulse of blue light of variable intensity (0.03–20 W/cm2,
1000 ms) opened the channels and induced an inward
(negative) photocurrent. During the middle 500 ms of the
blue pulse, a stoplight pulse of orange light (594 nm, 300
W/cm2) was added to the illumination and the photocurrent
decreased in magnitude. The photocurrent traces in Fig. 3 a
illustrate the countervailing influences of blue and orange
light. For the weakest blue illumination, the orange light
largely suppressed the photocurrent (98% fractional inhibi-

tion); however, this blue intensity was too low for fluores-
cence imaging, and only opened the channel slowly. For
the strongest blue illumination, the orange light only
partially closed the channel (23% fractional inhibition). In
the absence of blue illumination, the orange light alone
opened the channels to only 1.5% of maximum photocur-
rent, indicating minimal spurious channel activation by the
stoplight.

To gain insight into the photocurrent dynamics of Fig. 3 a,
we simulated the kinetic scheme of Fig. 2 a with time-vary-
ing illumination. By using this simplifiedmodel, we hoped to
build intuition for the main qualitative features of the data.
Due to the broad absorption spectrum of each state, we al-
lowed each color of light to drive each optical transition
with an efficiency proportional to the absorption coefficient
of the source state. We neglected thermal isomerization
from P520 to D470 because this rate is extremely slow,
<0.01 s�1 (32). Under these assumptions, the rates are

k470/390 ¼ k1ðIblue þ mISLÞ;

k390/520 ¼ k2;

k520/470 ¼ k3ðIblue þ nISLÞ;
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FIGURE 3 ChR2(C128S) can be closed under steady-state blue illumina-

tion by the addition of a stoplight. (a) A HEK-293T cell expressing

ChR2(C128S) was illuminated with the indicated pulse sequence under

whole-cell voltage clamp at �70 mV. The initial pulse of red illumination

was responsible for closing channels left open by the previous illumination

cycle. Open channelrhodopsin passed a negative current. Intense orange

light (300 W/cm2, 594 nm) suppressed ~95% of the photocurrent induced

by moderate blue light (~300 mW/cm2, 488 nm). (b) Results of a kinetic

simulation of the photocycle model in Fig. 2 a using estimated rates.

Each trace shows the expected population of the P520-conducting state at

a different 488-nm illumination intensity (as in panel a). To see this figure

in color, go online.
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where Iblue is the blue intensity, ISL is the stoplight intensity,
m is the fractional absorption of D470 at lSL relative to lblue,
and n is the fractional absorption of P520 at lSL relative to
lblue. The governing equations are the following:

The calculated time-dependent population of the conducting
state P520 recapitulated the main features of the photocur-
rent data (Fig. 3 b), with k1 ¼ 0.5 cm2 W�1 ms�1, k2 ¼
15 ms�1, k3 ¼ 0.2 cm2 W�1 ms�1, m ¼ 0.001, and n ¼
0.05. These kinetic parameters only approximately describe
the dynamics of a more complex underlying photocycle and
thus should not be ascribed to well-defined molecular
transitions.

The simulations explained two nonintuitive features of
the data:

First, the steady-state photocurrent under blue-only illu-
mination (e.g., from t ¼ 1000–1250 ms) was a decreasing
function of blue intensity. Solving the kinetic equations
for steady state with ISL ¼ 0 yields a population in the con-
ducting P520 state,

½P520�ss ¼ A

Bþ Iblue
;

where A ¼ k2/k3, and B ¼ k2/k1 þ k2/k3. Thus [P520]ss is a
decreasing function of Iblue.

Second, when the blue light was stopped (t ¼ 2000 ms)
the photocurrent increased in magnitude. Under steady-state
blue illumination there was a finite population in the P390
intermediate. Upon cessation of blue illumination, the rate
P520 / D470 became negligible (<0.01 s�1), while popu-
lation thermally transferred from P390 / P520. Thus
[P520], and the photocurrent, increased. This simple model
thus provided a framework for interpreting photocurrent
data with ChR2(C128S) and other step-function opsins.

Optimization of stoplight wavelength and
intensity for ChR2(C128S)

We next varied the wavelength and intensity of the stoplight
to identify the optimal parameters for fast and high-contrast
photoswitching. The illumination protocol was the same as
in Fig. 3. We measured steady-state photocurrents (iss) at
Vm ¼ �70 mV as a function of blue illumination intensity
(Iblue) either in the absence of a stoplight or with stoplight
wavelength selected from lSL ¼ 532, 594, or 640 nm. In
all cases, the stoplight intensity was ISL ¼ 200 W/cm2

(Fig. 4 a).

A good stoplight would minimize the photocurrent un-
der all blue illumination intensities. The red (640 nm)
stoplight effectively shut the channel at very low Iblue,
but was overpowered by the blue beam for Iblue >

0.1 W/cm2. The red beam was too far off resonance
with the P520 transition to drive rapidly P520 / D470.
The green (532 nm) stoplight led to significant current
at all values of Iblue. The green stoplight drove D470 /
P390 in addition to P520 / D470, and thus was an inef-
fective stoplight. The orange (594 nm) stoplight achieved
a balance between maximizing the rate of P520 / D470,
while minimizing crosstalk to D470 / P390. For Iblue be-
tween 0.1 and 1 W/cm2, the orange stoplight suppressed
photocurrent by 97–84%.
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FIGURE 4 Optimization of illumination parameters for ChR2(C128S).

(a) Steady-state photocurrents in the presence of blue illumination only

(blue) and in the simultaneous presence of blue paired with green, orange,

or red illumination (colored correspondingly). (b) Steady-state photocur-

rents in the presence of blue illumination only (blue) and with varying

powers of orange stoplight. The aim is to maximize the blue-only photocur-

rent while minimizing the blue-plus-stoplight photocurrent. Data represents

a single representative recording from n¼ 5 recordings. To see this figure in

color, go online.
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We next investigated the effect of stoplight intensity
(Fig. 4 b). Ideally one would minimize the stoplight inten-
sity to avoid risk of photodamage and to enable application
over as wide a field of view as possible for a given illumi-
nation power. As expected, weaker stoplights were less
effective at counteracting the blue photocurrent. At Iblue ¼
300 mW/cm2, the 300 W/cm2 stoplight inhibited 95% of
the blue photocurrent, compared with 75% inhibition at
30 W/cm2, and 25% inhibition at 3 W/cm2. Thus for
ChR2(C128S), the stoplight must be ~1000-fold more
intense than the blue light.

Characterization of stoplight protocol in
novel SFOs

Our spectroscopic explorations of ChR2(C128S) elucidated
the critical parameters for stoplight performance. The
closed and open states should have minimal spectral over-
lap, and the protein should have high conductance in the
blue-only state. This conductance is the product of the
expression level, the efficiency of trafficking to the plasma
membrane, and the unit conductance of the open channel.
Visual inspection of eGFP fluorescence in neurons ex-
pressing ChR2(C128S)-eGFP showed poor membrane traf-
ficking. In our experiments and in previous reports (32), this
protein did not pass sufficient photocurrent to induce robust
spiking in cultured neurons.

We thus introduced mutations homologous to C128S
into other channelrhodopsin variants that showed superior
trafficking and sensitivity. The mutant ChR2(H134R) passes
larger photocurrents than wild-type ChR2 (39), so we
made ChR2(C128S, H134R). However, this construct did
not ‘‘traffic’’ well in HEK cells, so it was not pursued
further. A recent screen for improved channelrhodopsins
identified two with greatly enhanced photocurrents: one
from Chloromonas oogama (CoChR) and one from Scherf-
felia dubia (sdChR) (10). We thus made CoChR(C108S)
and sdChR(C138S). We previously found that the mutant
sdChR(E154A), termed ‘‘CheRiff’’, had minimal activation
by red or orange light (13), so we also made sdChR(C138S,
E154A).

We expressed each mutant in HEK cells and character-
ized its photocurrents and kinetics under blue illumination
(488 nm, 300 mW/cm2) and simultaneously modulated
orange illumination (594 nm, 300 W/cm2) (Fig. 5 a). The
ideal stoplight channelrhodopsin would show large photo-
current with blue-only illumination, and large fractional
inhibition by orange light (i.e., reside in the top-right region
of Fig. 5 a). CoChR(C108S) had the highest blue-only
photocurrents (748 5 129 pA, n ¼ 7 cells), while
sdChR(C138S,E154A) yielded the greatest fractional inhi-
bition by orange light (94.35 1.8%, n¼ 5 cells). All statis-
tics are mean 5 SE.

We characterized the channel opening time (topen), corre-
sponding to the orange light turning off, and the closing time

(tclose), corresponding to the orange light turning on (Fig. 5
b). Photocurrent recordings were fit to a single exponential.
All fits had r2 > 0.98. The mutant sdChR(C138S) had the
fastest opening time constant of topen ¼ 9.8 5 0.7 ms
(n ¼ 7 cells). All candidates had tclose < 3 ms. The rapid
closing of the step-function opsins could be useful for
inducing high-frequency trains of action potentials, and is

a

b

FIGURE 5 Gating properties of step-function opsin variants. (a) Photo-

currents (at V ¼ �70 mV) in HEK cells were recorded with steady-state

blue illumination (488 nm, 300 mW/cm2) and with simultaneously applied

orange illumination (594 nm, 300 W/cm2). Ideal stoplight behavior would

yield a large photocurrent under blue-only illumination, and a large frac-

tional inhibition by orange light. (Top) Images of HEK cells expressing

the constructs, imaged via eGFP fluorescence in an opsin-eGFP fusion.

(Scale bars) 10 mm. (b) Time constants of channel opening (topen) and clos-

ing (tclose) under constant blue illumination and modulated orange illumi-

nation. (Error bars) Mean 5 SE of n ¼ 5–7 cells.
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much faster than the spontaneous closing of conventional
channelrhodopsins.

Testing the stoplight technique in neurons

While no ChR mutant was optimal by all measures,
for further characterization in neurons we selected
sdChR(C138S, E154A) on account of its high (94%) sup-
pression by orange light and its good membrane trafficking.
We compared wild-type ChR2 and sdChR(C138S, E154A)
in paired cultures of rat hippocampal neurons, using calcium
phosphate transfection of the constructs in lentiviral vectors
under the CaMKIIa promoter. Synaptic blockers were added
to the imaging medium to ensure cell-autonomous dy-
namics. We used manual patch-clamp in whole-cell cur-
rent-clamp mode to monitor the membrane voltage as we
varied the blue and orange illumination (see Methods).

In a neuron expressing ChR2-eGFP, blue pulses (488 nm,
3 W/cm2, 10 ms) on a dark background robustly induced
single action potentials (Fig. 6 a). However, introduction
of a steady-state blue background of 300 mW/cm2, such
as might be used for GFP imaging, depolarized the cell by
40 mV, leading to sodium channel inactivation, and suppres-
sion of firing. These results illustrate the need for a more so-
phisticated approach to simultaneous optical stimulation
and imaging.

We expressed sdChR(C138S, E154A) fused to a TS, an
eGFP, and an ER export motif (see Methods) in a neuron
and monitored the membrane voltage in response to a stop-
light illumination protocol (Fig. 6 b). At Iblue ¼ 0, modula-
tion of the orange stoplight (Istoplight ¼ 300 W/cm2) had no
effect on membrane voltage. Simultaneous application of

blue light (Iblue¼ 300 mW/cm2) and orange light (Istoplight¼
300 W/cm2) depolarized the resting voltage by only 5 mV.
Modulation of the orange beam (ton ¼ 800 ms, toff ¼
200 ms) in the presence of blue light robustly triggered ac-
tion potentials. These results demonstrate that the stoplight
technique can trigger neuronal firing under continuous blue
illumination appropriate for imaging a GFP-based reporter.
Phototoxicity is a concern because of the high intensity of
the orange stoplight. We found that neurons could typically
tolerate ~2 min of stoplight illumination before they devel-
oped changes in action potential parameters such as were
indicative of phototoxicity.

We then replaced the eGFP expression marker with
GCaMP6f (31), a genetically encoded fluorescent reporter of
Ca2þ (see Methods). We expressed sdChR(C138S,E154A)-
TS-GCaMP6f-ER in cultured rat hippocampal neurons and
applied the stoplight illumination protocol (Iblue ¼ 300
mW/cm2, Istoplight ¼ 300 W/cm2, Fig. 7). We simultaneously
recorded membrane potential via manual patch-clamp and
GCaMP6f fluorescence (excited by the blue beam).

The 594-nm light was blocked every 6 s, with toff
increasing from 25 to 425 ms. Blockage of the stoplight
led to action potentials, with longer off-times leading to
larger numbers of action potentials as recorded electrically.
The GCaMP6f fluorescence showed positive-going tran-
sients associated with blockage of the stoplight. Although
toff increased for each off-period, the amplitude of the
Ca2þ transient grew in discrete steps, corresponding to the
number of action potentials induced. This result demon-
strates that the stoplight protocol can optically induce action
potentials and simultaneously monitor action-potential-
induced Ca2þ transients with single-spike resolution. The
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FIGURE 6 Comparison of conventional ChR2

versus stoplight protocol for simultaneous optoge-

netic stimulation and eGFP imaging. (a) Attempt

to use wild-type ChR2 to optically induce action

potentials in a cultured rat hippocampal neuron

while simultaneously imaging eGFP. From t ¼
0 s to t ¼ 10 s, baseline blue intensity was zero,

and blue pulses (488 nm, 10 ms, 3 W/cm2) reliably

induced action potentials. From t¼ 10 s to t¼ 20 s,

baseline blue intensity was 300 mW/cm2, appro-

priate for eGFP imaging. This illumination depo-

larized the neuron by ~40 mV. Blue pulses

(10 ms, 3 W/cm2) failed to induce action potentials

on this depolarizing background. (b) Optogenetic

control of action potentials under continuous blue

illumination using the stoplight technique with

sdChR(C138S, E154A). Onset of orange illumina-

tion alone (594 nm, 300 W/cm2) depolarized the

cell by <2 mV. Subsequent pulses of orange light

did not detectably perturb membrane potential,

with a measurement noise of 1 mV. Simultaneous

blue (300 mW/cm2) and orange (300 W/cm2) illu-

mination depolarized the cell by only 5 mV. Inter-

ruption of the orange stoplight (toff ¼ 200 ms)

reliably triggered action potentials. To see this

figure in color, go online.
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patch pipette in this experiment served only as a passive
probe of membrane potential, and was not necessary for
the optical experiment.

A key merit of the all-optical stoplight protocol is its abil-
ity to measure neuronal responses with higher throughput
than is practical with patch-clamp electrophysiology. We
applied the stoplight protocol without simultaneous patch-
clamp recordings to n ¼ 23 neurons. Of these, nine (39%)
showed clearly resolved unitary Ca2þ transients similar to
those shown in Fig. 7. In the cells that showed a clear Ca2þ

response, the minimum toff to induce a single action potential
varied between 10 and 400 ms (mean 123 ms, n ¼ 9 cells).
More frequently, we observed complex Ca2þ transients that
did not clearly resemble single action potential responses.
This cell-to-cell variability likely arose from two factors:
1), variations in resting potential, which caused variation in
the amount of depolarization needed to reach the threshold
voltage for action potential initiation; and 2), variations in
opsin expression, which caused variations in opsin-mediated
photocurrents. The small baseline depolarization under
simultaneous blue and orange illumination was likely pro-
portional to opsin expression level, and therefore also varied
between cells. GCaMP6f shows a nonlinear response to Ca2þ

concentration, with a Kd value of 375 nM (31). Thus, the
amplitude of the fluorescence transients depended on the
initial cytoplasmic Ca2þ concentration. These sources of
variability, some biological and some technical, present a
challenge for using the stoplight technique to deterministi-
cally induce defined numbers of action potentials.

Despite these limitations, we tested whether the stoplight
technique could report associations between neural activity
nd response of GFP-based sensors. To compare Ca2þ

handling in the cytoplasm and the mitochondria, we made
mitochondrially targeted Ca2þ sensor by fusing a mitochon-

drial targeting domain (36) to GCaMP5G (see Methods).
We cotransfected neurons with sdChR(C138S,E154A) and
either cytosolic GCaMP6f or mitochondrial GCaMP5G.
The orange stoplight was blocked for 3 s intervals with a
10 s period, to induce episodes of sustained depolarization.
The cytosolic Ca2þ response showed a clear rise and fall and
returned to baseline after each stimulus (Fig. 8 and Movie
S1 in the Supporting Material). The mitochondrial Ca2þ

response was much slower, and did not return to baseline be-
tween stimuli (Fig. 8) (see Movie S2). The mitochondrial

a b

FIGURE 7 Crosstalk-free optical triggering of

action potentials and optical monitoring of Ca2þ

transients. (a) Calcium influx increased with the

number of action potentials triggered by

sdChR(C138S, E154A). (Top) Stoplight illumina-

tion scheme, with toff increasing from 25 to

425 ms. (Middle) Membrane voltage recorded in

whole-cell current clamp. The number of action

potentials induced in each off-period is labeled

above the spike. (Bottom) Simultaneously recorded

GCaMP6f fluorescence, showing spikes of discrete

amplitude that grew with number of action poten-

tials. (b) Closeups of the membrane voltage during

the off-periods of increasing length. To see this

figure in color, go online.
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FIGURE 8 Stoplight protocol reveals activity-dependent physiological

responses in neurons. Cultured rat hippocampal neurons were cotransfected

with sdChR(C138S,E154A) and with a Ca2þ indicator targeted either to the

cytosol (top) or the mitochondria (bottom). Fluorescence, corresponding to

[Ca2þ], was continuously monitored in response to optically induced activ-

ity. To see this figure in color, go online.
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Ca2þ response also lagged stimulus onset or offset, reflect-
ing the multistep process for Ca2þ to transfer between the
mitochondrial matrix and the extracellular medium. The
decay of Ca2þ in the mitochondria was much slower than
the previously reported off-time for GCaMP5G (40), con-
firming that the difference in observed timing was not due
to the difference between GCaMP5G and GCaMP6f.

DISCUSSION

Nonlinear control through interaction with photocycle in-
termediates provides a powerful means to steer opsin dy-
namics. This approach is readily implemented with
moderate-intensity quasi-CW light sources and millisecond
timescale modulation. The stoplight technique provides a
means to control neuronal activation while simultaneously
monitoring fluorescent reporters (either protein or small-
molecule) spectrally similar to GFP. This technique relies
on temporal modulation of an orange (594 nm) illumination
source to control neuronal activity, resulting in minimal op-
tical crosstalk between the light used for optogenetic actua-
tion and the light used for imaging. The stoplight method
also leads to faster bidirectional switching than is achieved
with single-wavelength optogenetic control. Orange light
closes step-function opsins in <2 ms, while thermally acti-
vated closing of channelrhodopsins occurs with a time con-
stant of at least 15 ms (41,42). With a single gene, one can
rapidly hyperpolarize or depolarize a cell relative to the
membrane potential established in the photostationary state.

Several advances will be required for the stoplight tech-
nique to become generally applicable. To start, it is
necessary to improve the dynamic range of the opsin photo-
current: to have a higher blue-only photocurrent, and a
lower blue-plus-orange photocurrent. A high blue-only
photocurrent is necessary to trigger action potentials in a
robust manner. A low blue-plus-orange photocurrent is
necessary to prevent baseline depolarization and sodium
channel inactivation. Among the opsins we explored, there
appeared to be a tradeoff between performance along these
parameters (Fig. 5 a). We see no fundamental reason for this
tradeoff. A broader search of opsin backbones or further
mutation of the opsins presented here may identify variants
that can reliably and precisely trigger single time-action po-
tentials via the stoplight protocol, over a wide range of
expression levels and natural neuronal variability. The
CoChR variants show particular promise. We did not apply
CoChR(C108S) in neurons due to the incomplete suppres-
sion of photocurrent (82%) by orange light. However, the
exceptional membrane localization and high blue-only
photocurrent (750 pA) of this mutant make it a promising
candidate for further mutagenesis. Novel strategies for
improving expression and membrane trafficking can
dramatically increase photocurrents (42).

A related challenge is to decrease the minimum orange
light intensity needed to suppress the photocurrent. The

stoplight intensity we used, 300 W/cm2, borders on the pho-
todamage threshold in neurons. This intensity can only be
achieved with a high magnification objective and laser illu-
mination focused to a region approximately the size of a sin-
gle cell. Applications to studying neural circuit dynamics
in vitro or in vivo will require photocurrent suppression at
much lower stoplight intensity.
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Evolution of Specificity in Protein-Protein Interactions
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ABSTRACT Hub proteins are proteins that maintain promiscuous molecular recognition. Because they are reported to play
essential roles in cellular control, there has been a special interest in the study of their structural and functional properties,
yet the mechanisms by which they evolve to maintain functional interactions are poorly understood. By combining biophysical
simulations of coarse-grained proteins and analysis of proteins-complex crystallographic structures, we seek to elucidate those
mechanisms. We focus on two types of hub proteins: Multi hubs, which interact with their partners through different interfaces,
and Singlish hubs, which do so through a single interface. We show that loss of structural stability is required for the evolution of
protein-protein-interaction (PPI) networks, and it is more profound in Singlish hub systems. In addition, different ratios of hydro-
phobic to electrostatic interfacial amino acids are shown to support distinct network topologies (i.e., Singlish and Multi systems),
and therefore underlie a fundamental design principle of PPI in a crowded environment. We argue that the physical nature of
hydrophobic and electrostatic interactions, in particular, their favoring of either same-type interactions (hydrophobic-hydropho-
bic), or opposite-type interactions (negatively-positively charged) plays a key role in maintaining the network topology while
allowing the protein amino acid sequence to evolve.

INTRODUCTION

Proteins that maintain promiscuous molecular recognition,
i.e., the ability to maintain functional interactions with mul-
tiple partners (1), represent hubs in protein-protein-interac-
tion (PPI) networks. Those highly connected proteins in the
cell PPI network are known to play essential roles in cellular
control (2–4), and many of them are encoded by essential
genes. Therefore, there has been a special interest in the
study of the structural and functional properties of hubs
that differentiate them from nonhubs (2,5). These differ-
ences are manifested in 1), structural properties of the inter-
faces, and 2), their thermodynamic stability, as further
described below.

The identification of structural properties of hubs is based
on gene expression patterns and localization of proteins
within the cell, as defined by Han et al. (2,3). The authors
identified two classes of hubs. The first class contains
hubs that interact with all their partners at the same time
and in the same space (referred to as Party hubs), and the
second consists of hubs that interact with their partners at
different times or locations (referred to as Date hubs). The
differences between different types of hubs could be mani-
fested in molecular properties (structure and sequence) of
Party- and Date-hub proteins. Indeed, based on crystallo-
graphic data, Kim et al. (8,9) found two classes of hubs:
Multi hubs, which interact with their partners through
different interfaces, and Single or Singlish hubs, which

interact with most of their partners through one interface.
Therefore Singlish hubs cannot interact simultaneously
with all their partners, and they generally tend to behave
as Date hubs (10).

The next line of evidence highlighting the differences be-
tween hubs and nonhubs is based on structural disorder. A
hypothetical folding-upon-binding mechanism to provide
functional promiscuity in PPIs posits that hub proteins are
disordered but get folded upon binding to a partner, poten-
tially acquiring different tertiary structures with different
interaction (11,12). Therefore, the study of hub proteins
and their interaction partners is relevant for the understand-
ing of the particular role that disorder might play in multi-
functional molecular recognition. Bioinformatics analysis
provided an initial support to the disorder hypothesis by
showing that Singlish hubs and their partners have a higher
level of predicted disorder than do Multi hubs, and higher
than the proteome average (9). In addition, It has been
shown that surfaces of some hubs are enriched in charged
and polar amino acids and depleted of hydrophobic content
(13–16), a signature of disordered proteins (17). However,
despite significant efforts, a clear understanding, at the mo-
lecular level, of the physical mechanisms that use hydropho-
bicity and electrostatics to provide functional promiscuity of
hubs in a PPI network remain elusive.

Recently, we developed a multiscale microscopic
biophysics-based model to study evolution of functional
and nonfunctional PPIs within a simple, yet nontrivial, func-
tional PPI network (18,19). The analysis highlighted an
intrinsic conflict in the evolution of hub proteins between
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the requirement to maintain multiple functional interactions
and the need to avoid ever more abundant nonfunctional
ones (20–23). The evolutionary compromise between these
factors was achieved in the model (19) by modulating the
intracellular abundance of hub proteins and simultaneously
decreasing their surface hydrophobic content. Here, we em-
ployed themodified biophysics-basedmodel, alongwith bio-
informatics analysis and simple arguments, to study physical
principles of evolutionary design of different types of func-
tional PPI hubs. We provide reasoning as to why proteins
belonging to Singlish hub systems aremore prone to disorder
than those belonging toMulti hub systems (9).We found that
PPIs of hubs of different types are stabilized by different
kinds of physical interactions (e.g., electrostatic, hydropho-
bic, etc.), both in the biophysics-based model and in the
analysis of protein crystallographic databases (Structural
Interaction Network (SIN) database (8,9,24)). Finally, we
use combinatoric arguments to show that the physical nature
of hydrophobic and electrostatic interactions, in particular,
their favoring of either same-type (hydrophobic-hydropho-
bic) or opposite-type interactions (negatively-positively
charged), plays a key role in maintaining the network
topology while allowing the protein amino acid sequence
to evolve. For clarity, we include a flowchart in Fig. 1, depict-
ing our workflow and how results from the lattice-model pro-
teins, SIN database, and combinatoric model are utilized.

METHODS

Lattice protein simulations

We build on a recent biophysics-based multiscale model of evolution

wherein simple-lattice-model globular proteins are encoded in genomes of

model cells. These genomes are subject to mutations, and the corresponding

amino acid sequences determine the precise structure, stability, and interac-

tions of the proteins involved (19,25). In previous work, these simulations

have been successful in drawing a direct link between the genotype-pheno-

type relationship of an organism and several evolved biophysical properties

of proteins in its cells, such as their stability, abundance, and PPI strength.

Each of our model proteins consists of 27 amino acid residues that fold

into 3 � 3 � 3 cubic lattice conformations (Fig. 2 A). This 27-mer lattice

model protein has 103,346 maximally compact conformations (26).

Following Heo et al. (19), for computational efficiency, we use a subset

of 10,000 randomly selected conformations as our ensemble. Only amino

acids occupying neighboring sites on the lattice can interact, and the inter-

action energy depends on amino acid types according to the Miyazawa-

Jernigan (MJ) potential (27), both for intra- and intermolecular interactions.

We calculate the Boltzmann probability of folding to a native state, Pi
nat, for

each protein:

Pi
nat ¼

e�Ei
0=TP10;000

k¼ 1

e�Ei
k=T

; (1)

where Ei
0 is the energy of the most stable, or native, conformation out of

10,000 conformations and T is the temperature in arbitrary units. The prob-

ability of folding, Pi
nat, is therefore a proxy for the degree of disorder of pro-

tein i. We impose the condition that the native conformation is the minimum

energy conformation in the conformational ensemble. Mutations that lead to

violation of this condition are considered lethal: every protein in the model

proteome is deemed essential, so that its failure to fold deprives the cell of

an essential function, causing the lethal phenotype. We model the PPIs

with a rigid docking scheme. Six faces of a cubic lattice provide six possible

interaction surfaces, and there are four possible directions (which correspond

to rotational degrees of freedom) to dock two lattice proteins through two

interaction surfaces. Hence, in total, there exist 6 � 6 � 4 ¼ 144 docking

modes for a binary protein complex. The Boltzmann probability of interac-

tion in a functional binding mode between proteins i and j is

Pij
int ¼

e�E
ij
f

�
TP144

k¼ 1

e�E
ij
k=T

; (2)

FIGURE 1 Flowchart depicting our workflow, and highlighting how re-

sults from each description level (lattice model proteins, SIN database,

and combinatoric toy model) are utilized.

FIGURE 2 (A) Schematic representation of the lattice protein model. (B

and C) Model proteins in the system, including the hub protein (gray) and

up to six interaction partners (colors). For the Multi hub system (B), each

face of the hub is designated to interact with a specific binding partner;

For the Singlish hub system (C), only a single face is chosen as an interac-

tion interface with all the partners. To see this figure in color, go online.
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where Eij
f is the interaction energy of a functional binding mode (defined

below), and Eij
k are the interaction energies for all 144 docking modes.

We assume that each protein in the cell folds with a two-state folding

kinetics,

Ui #
ki
f

kiu

Fi; (3)

where Ui denotes unfolded states and Fi the unique native state. kif and kiu
are the folding and unfolding rate constants, respectively. The steady-state

solution is

Fi ¼
kif
kiu
Ui ¼ Pi

nat

1� Pi
nat

Ui: (4)

We use the law of mass action (LMA) as described in Heo et al. (25)

to calculate all possible functional and nonfunctional interactions

between all proteins with folded conformations. We solve the LMA equa-

tions numerically (25) to obtain the concentrations of the complexes,

with a permitted error of 10�15 for each protein concentration. Once the

concentrations of protein complexes are obtained, we can define the con-

centration of functional complexes. The functional concentrations are

Gf
i;j ¼

�
FiFj

� � Pij
int; (5)

where ½FiFj � are the concentrations of dimers formed by folded proteins i

and j in any configuration. We consider both Multi and Singlish hubs

(Fig. 2, B and C, respectively). For a Multi hub, each face of the hub is

designated to functionally interact with a specific binding partner. For a

Singlish hub, a single face is chosen as a functional interaction surface

available to all partners, and interactions with different partners are physi-

cally mutually exclusive and thus cannot occur simultaneously. We limit the

number of partner proteins, Np, to 6, i.e., the maximal proteome size

(including the hub) is 7. Nonfunctional concentrations are defined as

Gnf
i ¼ Ci �

XNpþ1

j¼ 1

Gf
i;j; (6)

where Ci is the total concentration of protein i. The fitness of each cell in the

population is given by the cell division rate,

b ¼ b0

YNpþ1

i¼ 2

Ghub;i

1þ a

� PNpþ1

i¼ 1

Ci � C0

�2
; (7)

where b0 is a constant parameter chosen at the beginning of simulations to

scale the rate, and thus the timescale, of evolution, and a scales the over-

expression penalty. To limit protein overexpression, we set the parameters

a ¼ 500 and C0 ¼ ðNp þ 1Þ � 0:1, as the initial protein concentration was

chosen to be C ¼ 0.1. We use the Gillespie algorithm (28) with fixed pop-

ulation size (N ¼ 100). Upon cell division, a mother cell gives birth to a

daughter cell. To keep the population size constant, a newborn cell re-

places a randomly chosen cell in the population. Upon replication, both

the mother and daughter cells are subjected to either a mutational event

with constant rate (m ¼ 10�3/gene/replication) or to a change in the

expression level of one protein in the cell. This protein is chosen

randomly, and its expression level changes with a constant rate (r ¼
0.01/cell division) such that its concentration in the new cell is obtained

from the old one as Cnew ¼ Cold þ e, where e is a Gaussian random num-

ber with zero mean and variance 0.1. All simulations ran for 6 � 106 gen-

erations and were considered to be in a steady state when Ci, P
i
nat, and Pij

int

reached a plateau value. The random seed of each simulation is initialized

with a unique value. The results described below are averaged over 50

different random simulations.

To calculate the evolutionary rates of proteins in the simulation, we count

the number of fourfold, twofold, and nondegenerate sites (corresponding to

four, two, and one amino acid representation in nucleotide space), and use

the formula of Hartl and Clark ((29), page 340):

Nt
s ¼ðfourfold degenerate sitesÞ

þ 1 =

3 � ðtwofold degenerate sitesÞ
Nt

a ¼ðnondegenerate sitesÞ
þ 2 =

3 � ðtwofold degenerate sitesÞ;

(8)

where Nt
s is the number of synonymous sites at generation t, and Nt

a is the

number of nonsynonymous sites at generation t. Next, we calculate

dNðtÞ ¼ 2At
s

��
N0

s þ Nt
s

�
dSðtÞ ¼ 2At

a

��
N0

a þ Nt
a

�
;

(9)

where N0
s and N0

a are the numbers of synonymous and nonsynonymous

sites, respectively, of the initial sequence. At
s and A

t
a are the numbers of syn-

onymous and nonsynonymous amino acids, respectively, at generation t.

The evolutionary rate is then defined to be dN/dS.

SIN database analysis

To compare the lattice proteins to natural proteins, we used the SIN data-

base (8,9,24), which identified Multi and Singlish hubs and their available

atomistic structures in complex with their partners at the Protein Data Bank

(PDB). We used the information available for human proteins, in total 37

Multi, 36 Singlish, and 30 Nonhub interactions (see Table S1 in the Sup-

porting Material for the list of PDB files considered). Nonhub interactions

were defined as interactions between proteins that do not belong to a

Singlish or Multi hub group. We identified and analyzed the interfaces,

and studied the statistics of contacts (two residues are defined to be in con-

tact when any pair of atoms from the two different amino acids are sepa-

rated by <4 Å). To facilitate comparison with simulations we used the

MJ potential to evaluate the contact energies.

Combinatoric toy model

The model consists of three proteins (a hub and two partners), where each

protein has two interaction surfaces. The simulation space is one-dimen-

sional (1D) and proteins can interact via a single interface. In total, there

are six surfaces in the system, and surfaces can be hydrophobic, hydro-

philic, or positively or negatively charged. This corresponds to the reduc-

tion of the amino acid pull from 20 to 4. We use an averaged MJ potential

for the four types of amino acids, where hydrophobic amino acids were

identified as M, F, I, L, V, W, P, and C, negatively charged as D and E,

and positively charged as R and K (30) (as done for the lattice-model

simulation and SIN database analysis). The model system has a countable

sequence space. In particular, there are six surfaces, each of which can

be one of four types; thus, there are a total of 46 ¼ 4096 possible

configurations.

For each configuration, we solve the LMA equations

Ci þ Cj#
Ki;j

Ci � Cj; (10)
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where Ci and Cj are the concentrations of protein i and protein j, respec-

tively. The initial concentrations were chosen to be Chub ¼ 0:5 and

Cpar ¼ 0:1 (the latter set for both partners). The association constants are

defined as

Ki;j ¼
�
Ci � Cj

�
½Ci�

�
Cj

� ¼
X3 or 4

k;m¼ 1
e�Ek;m ; (11)

where Ek;m is the averaged MJ interaction energy mentioned above and k

and m are the particular bound surfaces of proteins i and j, respectively.

For interaction between two different proteins, there are four modes of

interaction. For interaction between two identical proteins, there are three

modes of interaction due to the 1D symmetry in the system. The functional

concentrations are defined as

Ghub;par1 ¼ �
Chub � Cpar1

� e�Epair1

S4
k;m¼ 1e

�Ek;m

Ghub;par2 ¼ �
Chub � Cpar2

� e�Epair2

S4
k;m¼ 1e

�Ek;m
:

(12)

The functional pair varies between Multi, Singlish, and Nonhub systems.

For Multi hubs, each surface of the hub is designated for a different

partner. For Singlish hubs, the same surface of the hub interacts with

both partners. For Nonhubs, we define a single functional interaction,

whereas the second partner is required to remain in a monomeric form.

For hub systems, the fitness of the configuration is

f ¼ Ghub;par1 � Ghub;par2; (13)

whereas for Nonhub systems, the fitness of the configuration is

f ¼ Ghub;par1 (14)

RESULTS

Lattice protein simulations

Even though the simulated-lattice-protein Multi, Singlish,
and Nonhub systems considered here differ in their func-
tional interaction networks and numbers of partners, some
trends are similar inmost systems. 1), Shortly after the begin-
ning of the simulations, the concentration of the hub proteins
increases such that Chub ¼ P

iC
partner
i (after ~ 104 genera-

tions; see Fig. 3 A). 2), Hub and partner proteins eventually
evolve a stable structure (Pnat increases), whereas some
proteins experience a sharp drop in Pnat beforehand (see
Fig. 3 B). 3), The nonfunctional concentration, Gnf

i , of the
hub increases at first due to the increase in hub concentration,
but when the hub concentration, C, stabilizes, the Gnf

i of the
hub proteins decreases. TheGnf

i of partners decreases mono-
tonically throughout the simulation (see Fig. 3 C). 4), The
hub-partner pairs develop functional surfaceswith increasing
probability of functional interaction, Pint (see Fig. 3 D).

Effect of number of partners

One particular goal was to understand the evolutionary pro-
cesses that dominate changes in the thermodynamic stability
of hub proteins and their level of disorder. In both Multi and
Singlish hub systems, hub and partner proteins evolve a sta-
ble structure (Pnat increases). Although the Pnat of hubs tends
to increase monotonically, those of partner proteins experi-
ence a drop before maximal stability is reached. We studied
the effect of number of partners on the evolution of protein
stability, as reflected in Pnat. Fig. 4 shows the Pnat of hubs

FIGURE 3 Evolution of molecular properties in

Singlish hub systems with six interaction partners

with regard to concentration, C, of hub (black)

and partner proteins (colors; see legend in

panel D) (A), thermodynamic stability, Pi
nat (B),

nonfunctional concentration, Gnf
i (C), and func-

tional interaction probabilities, Pij
int (D). Data are

plotted versus generation, averaged over 50 inde-

pendent realizations (of different random-number

seed), and shown in logarithmic scale for the

x axis. The Multi hub system shows similar

behavior for these quantities. To see this figure in

color, go online.

Biophysical Journal 107(7) 1686–1696

Specificity in PPI 1689



and partners for Multi (Fig. 4, A and C, respectively) and
Singlish hub systems (Fig. 4,B andD, respectively) and com-
pares systems with two, four, and six partners. The Pnat of
partners of both Multi and Singlish hub systems drops with
respect to its initial value. As the number of partners in-
creases, both the amplitude of the drop and the time necessary
for stabilization after reaching theminimalPnat increase. The
drop in Pnat is more profound for partners of Singlish hubs in
comparison to those of Multi hubs. As partners lose stability,
they open the sequence space needed to improve the interac-
tion strength, Pint (Fig. 5). However, functional interaction
surfaces inMulti hub systems evolvemore slowly and poorly,
as can be seen in Fig. 5 for systems with a maximal partner
number of six.

Evolutionary rates

In previous studies, the evolutionary rate of proteins has
been shown to correlate negatively with the number of func-
tional interfaces (8), yet a clear understanding of the
behavior of the evolutionary rates of hub proteins and part-
ners throughout evolution remains elusive. Therefore, we
calculated the evolutionary rates, dN=dS, by counting the
number of synonymous and nonsynonymous sites in the
nucleotide sequence (see further details and Eq. 9 in
Methods).

In Fig. 6, we plot the evolutionary rate for hub proteins
(Fig. 6 A) and partner proteins (Fig. 6 B) as a function of
generation. Our results are in agreement with those of
Kim et al. (8) and show that the more functional interfaces
a protein has, the lower is its evolutionary rate in steady state
(once the evolutionary rate reaches a plateau); Singlish
hubs, which have a single interaction surface, reach a higher
evolutionary rate than do Multi hubs, which have six func-
tional interfaces (Fig. 6 A). Partners of both Multi and Sing-
lish hubs reach a similar plateau value (Fig. 6 B). Both
Singlish hubs and their partners experience an increase in
evolutionary rate, ~ 104 generations before Multi hubs and
their partners.

Biophysics of specificity

Next we turn to the question of how hubs use the hydropho-
bic and charge interactions to design their surfaces to maxi-
mize functional interactions. To that end, we examined the
functional energy contributions from hydrophobic and elec-
trostatic contacts once simulations reached a steady state
(after 6� 106 generations). Contacts between amino acid
pairs were classified as hydrophobic contacts if both amino
acids were hydrophobic (hydrophobic amino acids were
identified as M, F, I, L, V, W, P, and C (30)), or as electro-
static contacts if the pair contained a positively and a

FIGURE 4 Effect of the number of partners on

stability, Pnat, of proteins as a function of genera-

tion for Multi hubs (A), Singlish hubs (B), partners

of Multi hubs (C), and partners of Singlish hubs

(D). Systems with two, four, and six partners are

shown in black, blue and magenta, respectively.

For partner proteins, Pnat is averaged over all

partners in the system, and error bars correspond

to 1 Standard Deviation (SD). All plotted data

(including averaged Pnat and SD) are averaged

over 50 independent realizations and shown in log-

arithmic scale for the x axis. To see this figure in

color, go online.

FIGURE 5 Comparing Pint for Multi and Sing-

lish hub systems with the maximal number of part-

ners (six). Pint is averaged over all partners in the

system, and error bars correspond to 1 SD. Pint

and SD values are averaged over 50 independent

realizations and shown in logarithmic scale for

the x axis. To see this figure in color, go online.
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negatively charged amino acid (negatively charged amino
acids were identified as D and E, and positively charged
amino acids as R and K (30)). Values of the hydrophobic
and electrostatic energies were normalized by the total inter-
action energy of their corresponding functional interface.
We extracted those energies for 50 different realizations,
and we plot the hydrophobic and electrostatic functional en-
ergy histograms in Fig. 7 A and B, respectively. The latter
show that Multi hubs use electrostatic contacts more than
Singlishs do. In particular, the mean electrostatic contribu-
tion is 18:650:1% and 13:250:1% for Multi and Singlish
hubs, respectively (5 values represent the variance calcu-
lated over multiple realizations; Kolmogorov-Smirnov
(KS) test, p ¼ 9:6� 10�18). Nonhubs have a lower mean
electrostatic contribution 12:750:3% compared to hub sys-
tems. The same analysis for hydrophobic contacts shows
an opposite trend: mean contributions of 52:650:4% and
66:250:3% for Multi and Singlish hubs, respectively (KS
test, p ¼ 3:9� 10�32). Nonhubs have a higher mean hydro-
phobic contribution ð69:450:4%Þ in comparison to hubs.

As the simulations gave us clear insights and predictions
regarding the steady-state biophysical properties of hub-
protein systems, the next step was to test these predictions
for natural proteins. To that end, we used the SIN database
(8,9,24), which identified Multi and Singlish hubs and their
available atomistic structures in complex with their partners
at the PDB (see further details in Methods). As in the sim-
ulations analysis, we compared the percentages of hydro-
phobic-hydrophobic and opposite-charge contacts for both
Multi and Singlish hubs (see Fig. 7, C and D). This analysis
verified our prediction that electrostatic contacts are more
predominant in Multi hubs and hydrophobic contacts are

more predominant in Singlish hubs. The electrostatic contri-
butions calculated using the SIN database are 15:551:1%
and 7:850:5% for Multi and Singlish hubs, respectively
(5 values represent variance calculated over multiple
PDB files; KS test, p ¼ 0.001). Nonhubs have an
electrostatic contribution ð8:050:3%Þ comparable to that
of Singlish hubs. The same analysis for hydrophobic con-
tacts shows average contributions of 27:852:1% and
28:452:5% for Multi and Singlish hubs, respectively (KS
test indicates a nonsignificant difference between the two).
However, Nonhubs have a higher hydrophobic contribution
ð38:652:4%Þ in comparison to hubs (KS test, p ¼ 0.012
and p ¼ 0.004 for Multi and Singlish hubs, respectively).

Next, we analyzed the nonfunctional interaction energies.
Due to the geometrical complexity of the crystallographic
3D structure of proteins, nonfunctional PPI interfaces are
not clearly defined, and therefore, analysis of the nonfunc-
tional energies is not feasible for proteins in the SIN
database. However, nonfunctional interaction energies are
accessible in the lattice-protein simulations, and their ener-
getic contribution is calculated as for the functional ones.
Again, we consider both hydrophobic and electrostatic con-
tributions to the interaction energies. As we are interested
in the negative design of nonfunctional interactions (i.e.,
minimizing nonfunctional interactions), we extract informa-
tion about the following least favorable interactions:
hydrophobic with nonhydrophobic (marked as the hydro-
phobic contribution), and electrostatic interactions between
charges with the same sign (marked as the electrostatic
contribution).

We plot the nonfunctional energy histograms in
Fig. 8, showing the mean energetic contributions of both

FIGURE 6 Evolutionary rates, dN=dS, versus

generation, for hub proteins (A) and partner pro-

teins (B). In B, the data are averaged over all six

partners, and error bars correspond to 1 SD. Plotted

data are averaged over 50 independent realizations

and shown in logarithmic scale for the x axis. To

see this figure in color, go online.
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hydrophobic (Fig. 8 A) and electrostatic contacts (Fig. 8 B)
divided by the total energy of the interaction. Similar to
the case for functional interactions, Multi hubs use electro-
static contacts in their nonfunctional PPI network more
than Singlish hubs and Nonhubs. In particular, the elec-
trostatic contribution is 8:850:004% for Multi hubs,
and 7:850:005% and 7:850:003% for Singlish and
Nonhubs, respectively (KS test, p ¼ 7:65� 10�20 and
p ¼ 2:27� 10�9 for Multi-Singlish and Multi-Nonhub,
respectively). The electrostatic contribution is not signifi-
cantly different for Singlish hubs and Nonhubs. Therefore,
in comparison to Singlish hubs and Nonhubs, Multi hubs
use more electrostatic interactions to both maximize proba-
bilities for functional interactions and minimize probabili-
ties for nonfunctional interactions.

The same analysis for hydrophobic contacts shows that
the distributions of Multi hubs, Singlish hubs, and Nonhubs

are significantly different (see p values in Fig. 8 C). Non-
hubs use the smallest number of hydrophobic contacts for
the nonfunctional interactions, 18:750:005% on average.
The average hydrophobic contribution is 25:550:022%
for Singlish hubs and 26:950:021% for Multi hubs. The
trend showing the average hydrophobic contribution is
highest for Multi hubs, intermediate for Singlish hubs, and
lowest for Nonhubs is exactly the opposite of their relation-
ship when accounting for functional interactions. Therefore,
Multi hubs are highly efficient in negative design of their
nonfunctional surfaces for minimizing unfavorable interac-
tions, both hydrophobic and electrostatic.

Combinatoric toy model

Finally, we turn to a simpler model to provide insight into
why Multi hubs rely on electrostatics to design their

FIGURE 7 Mean interaction energy histograms showing fractions of hydrophobic and electrostatic contributions for lattice protein simulations (A and B,

respectively) and SIN database (C and D, respectively). For the lattice protein, energies are calculated at the end of the simulations at generation 6� 106.

Multi and Singlish hub systems are shown in black and blue, respectively. Nonhub systems are shown in magenta. Data were binned to generate hydrophobic

energy histograms (bin size dx ¼ 0:05), and charge energy histograms (bin size dx ¼ 0:025). (E) Statistics of hydrophobicity histograms expressed as

mean 5 variance. (F) Statistics of electrostatic histograms expressed as mean 5 variance. The p values were extracted using the KS test. Only significant

values ðp<0:05Þ are noted. To see this figure in color, go online.
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functional interaction surfaces, whereas Singlish hubs make
predominant use of hydrophobic interactions. One possible
explanation involves combinatorics, or counting of states,
where a state is a certain amino acid sequence along the
surfaces of the proteins. In particular, we wish to identify
high-fitness sequences for Multi hubs, Singlish hubs, and
Nonhubs and to classify them according to their hydropho-
bicity and charge content. To that end, we created a simpli-
fied 1D model of a hub and two partners, where each
protein has two surfaces. Each surface is assigned to be
one of four types: hydrophobic, positively or negatively
charged, or neutral. The fitness (defined in Eqs. 13 and
14) is calculated according to the probability of functional
interactions (see Methods for further details). The advan-
tages of the simplified model are 1), the feasibility of
sequence space enumeration, and 2), the isolation of sur-
face energetics from thermodynamic stability. The combi-
nation of these advantages allowed us to address the
fitness-maximization problem as a tiling puzzle, where
electrostatic and hydrophobic surfaces are distributed
among the proteins.

We start by considering the set of 80 top fitness configu-
rations shown in Fig. 9, A–C, for Multi, Singlish, and Non-
hub systems. The vertical axis indicates fitness. For each
system, functional interactions are indicated in magenta
for the top configuration. Hydrophobic surfaces are shown
in green, hydrophilic in black, positively charged in red,
and negatively charged in blue. We find that the maximal
fitness configurations for both Multi and Singlish hub sys-
tems contain hydrophobic functional surfaces. For Multi
hub systems, the first ~40 configurations have two hydro-
phobic functional contacts, but the rest of the top configura-
tions have one hydrophobic and one electrostatic functional

contact. This is different from the Singlish- and Nonhub
systems, where all top configurations have two hydrophobic
functional contacts.

Further understanding of the origin of the favoring of
electrostatic functional interactions in Multi hub systems
can be extracted from the fitness distributions plotted in
Fig. 9, D–F, where we plot histograms of the number of
configurations (in log scale) corresponding to a certain
relative fitness (fitness divided by maximal fitness). The
configuration count is divided for all hydrophobic func-
tional contacts (green), all electrostatic functional contacts
(red), and one hydrophobic and one electrostatic contact
(blue, not available for the Nonhub systems, since they
only have one functional contact). When fitness decreases,
more configurations containing electrostatic functional
surfaces become available, most profoundly for Multi
hub systems. In situations where the maximal-fitness
configuration is not easily approached (for example, due
to limitations arising from thermodynamic stability con-
siderations, i.e., stand-alone lattice proteins are known to
be most stable when ~30% of their amino acid sequence
is hydrophobic (19)), the next available configurations
are more likely to contain electrostatic functional
interfaces in Multi hub systems in comparison to
Singlish-hub systems. This may explain why Multi hubs
use more electrostatic than hydrophobic functional
interactions and why the reverse is true for Singlish hubs
in the lattice protein simulations and in the SIN database
(see Biophysics of specificity). This effect can be
quantified by the average fitness of the configurations
considered, and indeed, the average fitness of configura-
tions involving electrostatic functional interactions for
Multi hub systems is hf i ¼ 0:10950:001, which is

FIGURE 8 Negative design in the multiscale evolutionary model. Nonfunctional interaction energy histograms showing the contribution fraction of

hydrophobic interactions (A) and electrostatic interactions (B) for lattice protein simulations. Multi and Singlish hub systems are shown in black and

blue, respectively. Nonhub systems are shown in magenta. Bin sizes used to generate hydrophobic energy histograms and charge energy histograms were

dx ¼ 0:01 and dx ¼ 0:005, respectively. (C) Statistics of hydrophobicity histograms expressed as mean5 variance. (D) Statistics of electrostatic histograms

expressed as mean 5 variance. The p values were extracted using the KS test. Only significant values ðp<0:05Þ are noted. To see this figure in color,

go online.
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approximately three times larger than that for Singlish-hub
systems, hf i ¼ 0:03150:0001.

DISCUSSION

The findings presented here have implications for the con-
ceptual understanding of the emergence of disorder in PPI
networks, aswell as the design of functional interactions
within them. We start by providing reasoning as to why pro-
teins belonging to Singlish-hub systems are more prone to
disorder than those belonging to Multi hub systems (9).
Our simulations show that throughout evolution, partners
of Singlish hubs experience a larger drop in stability, Pnat,
(i.e., they explore more disordered configurations), and a
longer time to recover their maximal Pnat, in comparison
to Multi hub partners (Fig. 4, C and D). Hubs in the

simulations experience a profoundly smaller drop in Pnat

(Fig. 4, A and B), despite the bioinformatics analysis pre-
dicting a high level of disorder for Singlish hubs as well
(9). This discrepancy could be attributed to the fact that
in our simulations, proteins are assigned hub or partner
exclusively, whereas in nature, hub proteins may become
partners in other hub systems, particularly in Singlish-hub
systems (9). Singlish-hub partners may utilize the drop in
Pnat to open up a sequence space necessary for the evolution
of functional interactions. Indeed, evolutionary rates of pro-
teins in our simulations (Fig. 6) show a trend similar to that
described by Kim et al. (8), who observed that evolutionary
rates negatively correlate with the number of functional in-
terfaces. Moreover, our simulations show that proteins in
Singlish-hub systems spend more time in functional interac-
tion complexes compared to proteins in Multi hub systems

FIGURE 9 Results using a simplified 1D model. (A–C) The top 80 configurations for Multi (A), Singlish (B), and Nonhub systems (C). Configurations are

arranged vertically according to their fitness (highest fitness at the top). For each system, functional interactions are indicated in magenta for the top config-

uration. Hydrophobic surfaces are shown in green, hydrophilic in black, positively charged in red, and negatively charged in blue. (D–F) Histograms of the

number of configurations (in log scale) corresponding to a certain relative fitness (fitness divided by maximal fitness) are shown for Multi (D), Singlish (E),

and Nonhub systems (F). The configuration count is divided for all hydrophobic functional contacts (green), all electrostatic functional contacts (red), and

one hydrophobic and one electrostatic contact (blue; not available for the Nonhub system). Mean 5 variance values of the distributions are indicated in the

legend. To see this figure in color, go online.
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and therefore evolve a more robust and efficient PPI
(Fig. 5).

In addition, our simulations and analysis of the SIN data-
base reveal two different mechanisms of surface design:
whereas Multi hubs rely on electrostatics to design their
functional interaction surfaces, Singlish hubs make predom-
inant use of hydrophobic interactions (Fig. 7, C and D).
Despite the simplified nature of the protein structure in the
simulations, estimation of the contact energies for both
simulated coarse-grained and atomistic real protein struc-
tures follow the trend mentioned above (Fig. 7, A and B)
and suggest that our coarse-grained simulations capture
the fundamental physics of hub protein systems. It is
remarkable that different ratios of hydrophobic to electro-
static interactions of interfacial amino acids maintain
distinct network topologies (i.e., Multi and Singlish) and un-
derlie a fundamental design principle of PPI. Furthermore,
the PPI takes place in a crowded environment, where
functional interactions must overcome nonfunctional ones.
Indeed, we show that hubs are highly efficient in designing
their nonfunctional surfaces as well, for minimizing
energetically favorable yet nonfunctional interactions;
hubs use more hydrophobic mismatches (noncompatible
amino acid pairs at the hub-partner interface) than do Non-
hubs (Fig. 8 A), and Multi hubs use more electrostatic mis-
matches than do Singlish hubs and Nonhubs do (Fig. 8 B).

To further understand the origin of the two design mecha-
nisms, we turned to a simplified 1D system of a hub and two
partners, where each protein has two surfaces. Each surface is
modeled as one of four types: hydrophobic, positively or
negatively charged, or neutral. The model provided evidence
that the different design mechanisms of Multi and Singlish
hub systems arise from a limited number of configurations
(i.e., sequences of surface types) in the system. As for
the lattice protein simulations, high fitness requires both
maximizing probabilities of functional PPIs and minimizing
probabilities of nonfunctional PPIs. After enumerating all
possible configurations and ranking them according to their
fitness, we revealed that there are more high-fitness configu-
rations employing charge in Multi hub systems than in Sing-
lish hub systems (Fig. 9). This combinatoric reasoning
implies that the physical nature of hydrophobic and electro-
static interactions, in particular their favoring of either
same-type interactions (hydrophobic-hydrophobic) or oppo-
site-type interactions (negatively-positively charged), plays a
key role in maintaining the network topology while allowing
the protein amino acid sequence to evolve.

CONCLUSIONS

In conclusion, our results highlight the origin of thermo-
dynamic instabilities and several biophysical steady-state
properties of hub protein systems. Although our findings
reveal the fundamental design principles of these systems,
there are opportunities to extend the scope of this work,

focusing, for example, on hierarchical systems composed
of several hub networks and testing our predictions by ex-
periments in vitro and possibly in vivo.

SUPPORTING MATERIAL

One tablewith details regarding the PPIs considered in the analysis of the SIN

database is available at http://www.biophysj.org/biophysj/supplemental/

S0006-3495(14)00841-8.
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Evaluation of Fluorophores to Label SNAP-Tag Fused Proteins for
Multicolor Single-Molecule Tracking Microscopy in Live Cells
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ABSTRACT Single-molecule tracking has become a widely used technique for studying protein dynamics and their organiza-
tion in the complex environment of the cell. In particular, the spatiotemporal distribution of membrane receptors is an active field
of study due to its putative role in the regulation of signal transduction. The SNAP-tag is an intrinsically monovalent and highly
specific genetic tag for attaching a fluorescent label to a protein of interest. Little information is currently available on the choice
of optimal fluorescent dyes for single-molecule microscopy utilizing the SNAP-tag labeling system. We surveyed 6 green and 16
red excitable dyes for their suitability in single-molecule microscopy of SNAP-tag fusion proteins in live cells. We determined the
nonspecific binding levels and photostability of these dye conjugates when bound to a SNAP-tag fused membrane protein in live
cells. We found that only a limited subset of the dyes tested is suitable for single-molecule tracking microscopy. The results show
that a careful choice of the dye to conjugate to the SNAP-substrate to label SNAP-tag fusion proteins is very important, as many
dyes suffer from either rapid photobleaching or high nonspecific staining. These characteristics appear to be unpredictable,
which motivated the need to perform the systematic survey presented here. We have developed a protocol for evaluating the
best dyes, and for the conditions that we evaluated, we find that Dy 549 and CF 640 are the best choices tested for single-mole-
cule tracking. Using an optimal dye pair, we also demonstrate the possibility of dual-color single-molecule imaging of SNAP-tag
fusion proteins. This survey provides an overview of the photophysical and imaging properties of a range of SNAP-tag
fluorescent substrates, enabling the selection of optimal dyes and conditions for single-molecule imaging of SNAP-tagged fusion
proteins in eukaryotic cell lines.

INTRODUCTION

Single-molecule fluorescence microscopy has emerged in
recent years as a powerful tool to investigate the structural
dynamics and biological functions of proteins and macro-
molecular protein complexes (1–5). Single-molecule fluo-
rescence approaches can reveal the dynamic interactions
of individual proteins and heterogeneity in the spatial
distribution of proteins that are difficult to detect using
other fluorescence microscopy approaches (6–8). Despite
the extraordinary advances in single-molecule fluorescence
achieved to date, there remain many technical challenges
that must be overcome to systematically study proteins in
their native, highly complex, cellular environment. One of
the challenges involves the specific and monovalent labeling
of proteins of interest with a photostable fluorescent probe.
In the last decade, several technologies have been developed
that permit proteins to be specifically tagged with organic
dyes in live cells (2,3,9–11). In this article, we focus on

the fluorescent labeling of proteins for single-molecule
tracking.

Single-molecule fluorescence microscopy allows the
tracking of proteins in a living cell at high resolution for a
short period of time (12–15). The trajectories obtained
contain valuable spatiotemporal information on interactions
of proteins with their microenvironment (16–18). For
instance, a protein may interact with other molecules, result-
ing in transient slowed diffusion or confinement by the cyto-
skeletal or other nanoscale compartmentalization structures
in the plasma membrane (11,15,19–23). One of the main
advantages of single-molecule fluorescence microscopy is
the ability to track single proteinmolecules to provide details
on the kinetics of protein association and dissociation. When
the trajectories of a single protein species are recorded in
multiple colors, they can reveal the kinetics of homodimeri-
zation interactions by comovement of the labeled molecules
(11,24). For this comovement analysis, the protein species
needs to be labeled with fluorophores emitting light at spec-
trally distinct wavelengths to allow simultaneous visualiza-
tion at high resolution of two distinct proteins (of one
protein species). Knowledge of protein interactions and their
kinetics is important to understand the underlying signal
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transduction mechanisms and to model the cellular signal
regulatory system (25–27).

A common approach to fluorescent labeling of proteins
is to clone and express the protein of interest fused to an
autofluorescent protein (FP). Several FPs are currently
available that are suitable for single-molecule tracking,
such as mCitrine, mCherry (28), and the infra-red iRFP
(29). Although these genetically encoded labels allow multi-
color tracking, FPs cannot match the photostability of small
organic dyes (2,30), limiting the timescale over which a pro-
tein can be tracked and the accuracy with which it can be
localized. To permit imaging of longer trajectories, fluores-
cent probes should ideally be bright and photostable (i.e.,
slow to photobleach) in addition to being specifically link-
able to the protein of interest. The tools of choice in this
case are organic dyes and quantum dots (Qdots). Although
Qdots are extremely bright and photostable, they are larger
than most proteins themselves, which might sterically
hinder the movement of the protein (31). In addition, the
use of monovalent quantum dots requires custom fabrication
(32–34), and they might suffer from nonspecific labeling or
aggregation (35,36).

More recent genetic techniques allow the specific and
monovalent labeling of recombinant proteins with small
organic fluorophores in live cells. Labeling by means of pro-
tein tags complements other approaches to labeling proteins
with organic fluorophores, such as labeling with fluores-
cently labeled ligands and immunostaining with antibodies
or Fab fragments. Since the tag does not competewith ligand
binding and has no antagonistic function, the effects of li-
gands or inhibitors on ligand-free and fully functional re-
ceptors can be studied. The monovalency of the substrates
ensures that no artificial clustering is induced. Among the
most versatile of the protein tags is the SNAP-tag, a 20 kDa
mutant of the human DNA repair protein O6-alkylguanine-
DNA alkyltransferase (hAGT) that reacts specifically and
rapidly with benzylguanine (BG) or benzylchloropyrimidine
(CP) derivatives, leading to a covalent labeling of the SNAP-
tag with a synthetic probe (37–41). The reaction occurs
through a well-defined mechanism and predictable monova-

lent stoichiometry. For example, BG substrates derived from
organic fluorophores react with SNAP-tag to provide specific
labeling of a protein species with a fluorescent label at phys-
iologically relevant conditions in the cell (Fig. 1). For label-
ing at the single-molecule level, SNAP-tag is especially
suitable to label plasma membrane resident proteins using
membrane-impermeable substrates.

There are a wide variety of reported applications in pro-
tein labeling for the SNAP-tag system, including super-res-
olution imaging (42–44), analysis of protein function (45)
and protein half-life (46), observation of protein-protein
interactions (47), sensing cell metabolites (48), and identifi-
cation of drug targets (49). SNAP-tag labeling has also been
utilized to study several protein complexes at the single-
molecule level (50–59). Although the application of the
SNAP-tag labeling system for single-molecule tracking
had already been suggested (14), only recently did Calebiro
et al. demonstrate the first example, to our knowledge, of
this tagging technology for single-color fluorescence
tracking (60). These authors used direct receptor labeling
with SNAP-tag to dynamically monitor the adrenergic
receptors b1AR and b2AR and the g-aminobutyric acid
GABAB receptor on intact cells, and compared their spatial
arrangement, mobility, and supramolecular organization.
Benke et al. have recently shown a new approach to sin-
gle-molecule tracking by using the blinking properties of
synthetic dyes attached to SNAP-tag (61). Although this
approach optimizes the total number of observable diffusion
steps, it does not facilitate the observation of a single protein
for as extended a period of time as possible, a requirement
for the study of binding associations.

Herewe report a comprehensive survey on the photostabil-
ity and binding specificity of several SNAP-tag fluorescent
substrates usingwidefield and total internal reflection fluores-
cence (TIRF) single-molecule microscopy. We have investi-
gated the suitability of 22 fluorescent substrates (BG dyes)
by characterizing their properties in living cells using a
C-terminal (extracellular) SNAP-tag fusion to the epidermal
growth factor receptor (EGFR), a plasma membrane resident
protein. Due to the significant autofluorescence of cells when

FIGURE 1 Schematic of the binding of a benzylguanine (BG) substrate to a SNAP-tag fusion protein. The SNAP-tag is fused to a protein of interest.

Upon binding, the benzyl group reacts with a cysteine in the active site of SNAP-tag, releasing the guanine group. In this survey, the BG was conjugated

to fluorescent dyes, but BG can in principle be coupled to any molecule of choice. To see this figure in color, go online.
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using blue-excitable dyes, we limited our survey to green-
and red-excitable dyes. Since a lot of dyes are available in
this spectral range, we selected dyes from different manufac-
turers that are commonly available and used, trying to include
dyes from various chromophore families. We emphasize that
it is essential to study the fluorophores in the cellular setting,
because photophysical properties are known to differ depend-
ing on the nature of their conjugate and their microenviron-
ment. For example, different photostabilities have been
observed for fluorescent proteins on different interfaces,
due to the apparent role of the protein shell rigidity for
each chromophore (62). In addition, the fluorescence of a
number of fluorophores may be quenched by electron donors
like guanine, tryptophan, etc. (63). Therefore, the photophys-
ical properties of free substrates in solution or immobilized
on a glass surface do not necessarily reflect their properties
after reaction with the SNAP-tag fused protein. Very recently,
the photostability of two red-excitable fluorescent substrates
was measured for another protein tag (A-TMP) at the single-
molecule level (64). The binding specificity for these sub-
strates was not determined.

METHODS

Chemicals, purification, and analysis of SNAP-tag
substrates

Commercially available compounds were used without further purification.

SNAP-Surface Alexa Fluor 546 (BG-Alexa 546), SNAP-Surface 549 (BG-

Dy 549), SNAP-Surface 632 (BG-Dy 632), SNAP-Surface 647 (BG-Dy

647), SNAP-Surface Alexa Fluor 647 (BG-Alexa 647), and SNAP-Surface

649 (BG-Dy 649) were obtained fromNew England Biolabs (Ipswich, MA).

BG-Atto 550, BG-Atto 565, BG-Atto 620, BG-Atto 633, BG-Atto 647N,

BG-Atto 655, and BG-TF5 have been described previously (40–42,65).

The remaining substrates for the labeling of SNAP-tag fusion proteins

were prepared by reacting the building block BG-NH2 (S9148, New

England Biolabs) with commercially available N-hydroxysuccinimide es-

ters (NHS) of the corresponding fluorophores. Atto Rho6G and Atto 532

were obtained from Atto-Tec (Siegen, Germany); Dy 549, Dy 630, Dy

634, Dy 648, and Dy 651 were obtained from Dyomics (Jena, Germany).

CF633 and CF640R were obtained from Biotium (Hayward, CA), and

Star635 was obtained from Abberior (Göttingen, Germany).

BG-549-549, BG-Dy 651, BG-CF 633, BG-CF 640R, and BG-Star 635

were purified and analyzed with the following equipment. Reverse-phase

high-performance liquid chromatography (HPLC) was performed on an

Agilent LC/MS Single Quad System 1200 Series (analytical) and Agilent

1100 Preparative-Scale Purification System (semi-preparative). Analytical

HPLC was performed on a Waters Atlantis T3 C18 column (2.1 �
150 mm, 5 mm particle size) at a flow rate of 0.5 mL/min with a binary

gradient from Phase A (0.1 M triethyl ammonium bicarbonate (TEAB)

or 0.1% trifluoroacetic acid (TFA) in water) to Phase B (acetonitrile)

and monitored by absorbance at 280 nm. Semipreparative HPLC was per-

formed on VYDAC 218TP series C18 polymeric reverse-phase column

(22 � 250 mm, 10 mm particle size) at a flow rate of 20 mL/min. Mass

spectra were recorded by electrospray ionization (ESI) on an Agilent

6120 Quadrupole LC/MS system. BG-Atto Rho6G, BG-Dy 630, BG-Dy

634, and BG-Dy 648 were purified and analyzed as follows. Reverse-phase

high-performance liquid chromatography (HPLC) was performed on the

Shimadzu SCL-10 AD VP series (analytical) and the Shimadzu LC-20

AD System (preparative). Analytical HPLC was performed on a reverse-

phase HPLC column (GraceSmart PP18, 50 mm � 2.1 mm, 3 mm) at a

flow rate of 0.20 mL/min and a binary gradient of acetonitrile in water

(both containing 0.1% formic acid) at 298 K. Mass and ultraviolet-visible

spectra were recorded with an ion trap (LCQ Fleet Ion Trap Mass Spec-

trometer, Thermo Scientific, Waltham, MA) and a diode array detector

(Finnigan Surveyor PDA Plus detector, Thermo Electron, Waltham,

MA). Preparative reverse-phase HPLC was performed on a reverse-phase

HPLC column (GraceAlpha C18, 5 m, 250 mm � 4.6 mm; Fisher Scien-

tific, Waltham, MA) at a flow rate of 1 mL/min with an isocratic gradient

of Phase A (0.1% formic acid in water or 25 mM ammonium acetate in

water, pH 4) to Phase B (0.1% formic acid in acetonitrile) and monitored

with an ultraviolet-visible detector (SPD-10AV VP series, Shimadzu,

Kyoto, Japan).

Further details of the synthesis of the SNAP-tag substrates are described

in the Supporting Material.

Cell culture

All cell culture materials were obtained from PAA Laboratories (Pasching,

Austria) unless stated otherwise. MCF7 cells were cultured in high-glucose

Dulbecco’s modified Eagle’s medium (DMEM) supplemented with 10%

fetal bovine serum and penicillin streptomycin at 37�C with 5% CO2.

The H441 epithelial human lung adenocarcinoma cancer cell line was a

gift from Anton Terwisscha van Scheltinga (Department of Medical

Oncology, University of Groningen, Groningen, The Netherlands). These

cells were cultured in Roswell Park Memorial Institute (RPMI) 1640 me-

dium supplemented as above. The HeLa epithelial human cervix adenocar-

cinoma cancer cell line was a gift from Wilma Petersen (University of

Twente, Twente, The Netherlands), and was cultured in Iscove’s modified

Dulbecco’s media (IMDM) supplemented as above.

We created stably expressing SNAP-EGFR HeLa cells by transfecting

HeLa cells in a 60 cm2 well of 40%-confluent cells using 9 mg of

SNAP-EGFR plasmid DNA plus 20 mL lipofectamine LTX and 9 mL

Plus reagent (Invitrogen, Carlsbad, CA) in 15 mL penicillin-strepto-

mycin-free cell medium, as described in the suppliers’ protocol. Selection

(1400 mg/mL of active G418) was applied after 24 h. After 5 days, the

cells were split over two six-well plates. After 10 days, the wells were

screened for expression of SNAP-EGFR by labeling with 500 nM

BG-Alexa 546 for 15 min and fluorescence microscopy analysis on the

single-molecule sensitive microscope, as described later. Note that the

expression level can be very low at this stage, and the imaging required

a single-molecule-sensitive fluorescence microscope. One well contained

positive cells with an expression level slightly above the single-molecule

level; these cells were further cultured. For culturing, the concentration

of active G418 was 350 mg/mL.

Sample preparation

For each dye, video recordings were taken of four samples: the SNAP-tag-

positive cells and the three negative cell lines. Before measurements, HeLa

cells stably expressing SNAP-EGFR, HeLa cells, MCF7 cells, and H441

cells were plated in Greiner Bio CellView dishes (product no. 627870) in

full medium, and left overnight to allow the cells to adhere to the glass.

The HeLa cells stably expressing SNAP-EGFR were also starved in fetal-

bovine-serum-free medium and left for another night to reduce the activity

and internalization of the EGFR fusion protein. On the day of the experi-

ment, cells were washed with starvation medium containing 0.5% bovine

serum albumin. Labeling of the SNAP-EGFR proteins was carried out

thereafter by incubating the cells for 2 min (510 s) with 400 nM of each

BG dye in starvation medium containing 0.5% bovine serum albumin. Sam-

ples were washed immediately by replacing the labeling solution with phos-

phate-buffered saline supplemented with magnesium and calcium. This

washing step was repeated at least three times. Incubation and washing

of the SNAP-tag negative cells with the substrates was performed using

the same conditions.
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Microscopy settings

The microscope hardware is described in the Supporting Material. Mea-

surements to determine nonspecific binding of the SNAP substrates were

performed using widefield and TIRF illumination. Measurements to deter-

mine the photobleaching of the substrates were performed using widefield

illumination. The illumination time differed for each fluorescent substrate,

and was chosen in such a way that single molecules were clearly visible

over the autofluorescence background of the cell. We sought to collect

the same average number of photons per molecule in a frame for each fluo-

rescent substrate. Since the quantum yield has not been previously deter-

mined for all fluorescent substrates, the illumination time to yield an

equal number of emitted photons per molecule could not be calculated be-

forehand. Videos were recorded at 20–30 fps, which is the highest allowed

frame rate of the camera at the maximum readout rate of 10 MHz and frame

size of 512 � 512 pixels. Each video recording consisted of 800 frames.

Before recording each video, a minimal number of frames (~10–30 frames)

were used to focus on the basal membrane of the cell.

Single-molecule brightness

To allow conversion of pixel counts to photons, a calibration of the gain of

the two EMCCD cameras was performed by the mean-variance method

(Fig. S1 in the Supporting Material). The slope of the line in this curve is

equal to the inverse gain of the camera. A gain of 49.9 5 0.1 was found

for the camera recording the green-excitable dyes, and a gain of 32.5 5

0.1 was found for the camera recording the red-excitable dyes. The pixel

intensities in counts are divided by the camera gain to convert the pixel in-

tensities to photons. The brightness of one molecule (sometimes also

termed spot intensity) was calculated as the integrated intensity of a single

molecule using a Gaussian fit performed by the tracking algorithm used

(66). This yields for all single molecules the number of detected photons

per single molecule per frame. We defined the single-molecule brightness,

B, as the average of these numbers in one recording.

The brightness of the dye conjugates can be compared between dyes by a

relative brightness (Table S1), which is a normalized value given by the sin-

gle-molecule brightness, B (Fig. S2), divided by the acquisition time, the

excitation efficiency he, the emission efficiency, and the laser excitation po-

wer. The excitation efficiency, he, is equal to the fraction of the maximum

value of the excitation spectrum of the dye at the wavelength of the lasers,

i.e., 532 nm for the green dyes and 637 nm for the red dyes. The spectra of

the dyes were downloaded from the SemRock website (http://www.

semrock.com), except for the CF dyes, TF5, and Star635; we measured

the spectra for these dyes with a Varian Cary Eclipse fluorescence spectro-

photometer (Palo Alto, CA).

Tracking of single molecules

To obtain trajectories from the raw videos, we used previously described

tracking software (11,66). The settings used for the cost matrices in this

software can be found in the Supporting Material. For the initial detection

of molecules, the tracking algorithm uses an intensity threshold. This

threshold was taken as the same for all video series of one fluorescent sub-

strate to obtain a fair comparison of the level of specific and nonspecific la-

beling. The threshold was determined in the situation where the substrates

are incubated with SNAP-tag-expressing cells (specifically attached); we

used the same threshold values in the detection of nonspecifically attached

substrates.

After obtaining the single-molecule trajectories, two filtering operations

were applied with the purpose of discarding very short tracks, and differen-

tiating between completely immobile and (transiently) mobile molecules.

Very short tracks (having fewer than seven localizations in total) were

excluded, as they did not contain much significant information; there is

also a higher chance that a fluorescent spot that is detected only for a few

frames was attributable to noise rather than to a specifically labeled fluores-

cent molecule. A segment of a track was defined as the subsequent positions

of a fluorescent molecule in adjacent frames. This meant that blinking of a

dye resulted in multiple segments within a track. Immobile tracks were dis-

carded because they often represented dye molecules bound to the glass

surface; they were detected using a radius-of-gyration algorithm (67).

The threshold for the trajectory area was defined by a gyration radius of

40 nm, as this corresponded to the apparent area traveled by an immobile

molecule due to the localization accuracy.

Analysis of single-molecule photobleaching rate

The number of fluorescent molecules, N(i), in each frame i was determined

for each recording. Since photobleaching follows an exponential decay

profile, the photobleaching rates are obtained for each video recording by

fitting the number of molecules over time with a one-component exponen-

tial function without offset:

NðiÞ ¼ Nð1Þ � expð�1=t � iÞ; (1)

where i is the frame number, t is the mean photobleaching time (in frames),

hence 1=t is the rate of photobleaching per frame, and N(1) is the fitted

number of molecules in the first frame (i ¼ 1). The fit was performed

over frame numbers 20–600. In the first few frames, the autofluorescence

of the cells might obscure a proper detection of single molecules by the al-

gorithm. Because the autofluorescence bleaches rapidly, the fluorescent

molecules can be reliably detected after 20 frames. At frame 600, the

number of molecules was reduced to a basal level in most recordings.

The fluorophore’s mean photobleaching time, t, is multiplied by the sin-

gle-molecule brightness, B. This yields the expected average number of

detected photons per molecule, P.

Since the dye conjugates have different emission spectra, we corrected

for the transmission efficiency of the filter set to obtain a precise compari-

son of the dyes. The most relevant parameter to compare is the photobleach-

ing rate per emitted photon and not per detected photon. This is because not

all the emitted photons pass the filters placed before the camera. Not all of

the emitted photons are collected by the objective, but the fraction of pho-

tons collected is the same for all the dyes, and it is therefore not necessary to

correct for this. Furthermore, the quantum efficiency of the CCD chip is

similar around the measured wavelengths. Therefore, the photobleaching

rates were only corrected for the efficiency of the filter set, hf , which de-

scribes the efficiency with which the emitted fluorescence passed the filter

set used. The expected number of detectable photons, Pcorr, is given by the

expected detected number of photons, P, divided by the detection efficiency,

hf . The detection efficiency, hf , of a dye was determined by integration over

the combined transmission spectrum of the dichroic mirrors and the emis-

sion filter multiplied by the normalized emission spectrum of the dye. This

efficiency is listed for each dye in Table S1. The expected number of detect-

able photons per molecule, Pcorr, was calculated as

Pcorr ¼ 1

hf

� B � t: (2)

RESULTS

Nonspecific binding of the SNAP substrates

We first screened the dyes to assess the level of nonspecific
staining of the dye conjugates in cells not expressing the
SNAP-tag fusion protein (SNAP-tag-negative cells). We
excluded from further analyses substrates leading to high
nonspecific staining of intracellular structures. The micro-
scopy video recordings of H441 cells incubated with each
dye conjugate are shown in Fig. 2 (widefield illumination)
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and in Fig. S3 (TIRF illumination). In all the images, there
was full confluence of cells in the field of view. Although
TIRF images are often preferred over widefield images to
record receptor proteins due to the reduced background
level, likewise, only nonspecific staining near and at the
plasma membrane of the cells will be observed with TIRF
imaging. Nonspecifically stained intracellular structures
were better observed using widefield imaging, and were
used for screening of nonspecific staining. The screening
for nonspecific binding was based on observations of at least
50 cells per sample, and resulted in the exclusion of the
following substrates: Atto-550, Atto-565, Atto-620, Atto-
633, Atto-647N, Dy-630, Dy-651, and Star-635.

The fluorescent substrates tested exhibited similar levels
of nonspecific staining in HeLa cells (data not shown).
The nonspecific staining observed did not appear to substan-
tially vary among cells in the same sample, or between sam-
ples prepared on different days. Dead cells usually showed
much more nonspecific staining than healthy cells.

The remaining dye conjugates were incubated with
SNAP-tag-negative HeLa, MCF7, and H441 cells. Micro-
scopy recordings were taken for each SNAP substrate in
the different cell lines, with the focus of the microscope at
the basal membrane of the cells. The tracking algorithm pro-
vided the number of detected molecules in each frame. For
each substrate, the camera acquisition time used was the
same as that used in the recordings with the SNAP-tag-
positive cells (see Table S1). This ensured that the number
of detectable nonspecific molecules was determined under
the same imaging and tracking conditions as for the imaging
of specifically bound molecules. Next we differentiated
completely immobile molecules from (transiently) mobile
molecules. Completely immobile molecules are often mol-
ecules bound to the glass substrate; these are typically of
less concern, since they can usually be readily excluded
before further analysis. In contrast, nonspecific mobile
molecules obscure the analysis of the specifically labeled
protein molecules.

FIGURE 2 Fluorescence images of SNAP-tag-negative cells incubated with SNAP-tag fluorescent substrates. Incubation of the fluorescent substrates with

SNAP-tag-negative cells reveals large differences in nonspecific binding to cellular components or the glass surface. An image showing the staining on

SNAP-tag-positive cells is included for comparison. The images are recorded in widefield mode on a single-molecule-sensitive microscope. The field of

view was completely confluent with cells. The size of the images is 61 � 61 mm. The photon intensity scale has not been determined, and varies between

images.
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The average number of mobile molecules, as well as the
total number of molecules (mobile and immobile), detected
in frame numbers 20–40 are shown in Fig. 3. The first 20
frames were excluded because the autofluorescence of the
cells is then particularly high, which obscures the specific
detection of labeled proteins. Only regions with full conflu-
ence of cells were recorded. The total number of nonspecific
molecules per field of view is a measure of the expected
number of molecules adsorbed on the glass substrate (under-
neath the cells), the immobile molecules, plus the number
of false-positive molecules on the plasma membrane, the
(transiently) mobile molecules. The number of nonspecific
molecules in frame numbers 120–140 is also shown to
gain insight into the photobleaching of nonspecifically
bound substrates.

Photostability of the substrates bound to
SNAP-tag

To determine the photostability of the dyes bound to SNAP-
tag, we incubated them with cells expressing the SNAP-
EGFR fusion protein. Microscopy recordings were taken
for each dye conjugate to determine the photobleaching
rate of the dyes bound to SNAP-tag. To avoid variance be-
tween cells of different samples as a result of transfection,
we used a stably transfected HeLa cell line, which had
low expression levels of SNAP-EGFR (single-molecule
density). We optimized the incubation concentration and
time for high labeling efficiency and low nonspecific bind-
ing using a titration series with BG-Alexa 546, and found
that 2 min incubation with 400 nM of substrate was enough
for a complete labeling with this dye (and also used these
incubation conditions in the nonspecific binding assay).
Note that incubation using elevated dye concentrations or
prolonged incubation time might result in higher nonspe-
cific binding levels. For each dye conjugate, we observed
a similar percentage of labeled cells (estimated to be
15%) irrespective of the specific dye choice. We believe
that this percentage of labeled cells was caused by a large
population of cells that do not express the SNAP-tag. The
fraction of SNAP-tag receptors labeled in cells appeared
to vary slightly from dye to dye.

For an accurate comparison, we aimed to obtain the same
number of detected photons per frame (single-molecule
brightness, B) for all green and all red dyes. All the dyes
were bright enough to be detected at a single-molecule level
in a widefield setup in the presence of cellular autofluores-
cence background. A widefield setup is more appropriate
than a TIRF setup for an accurate comparison as the sin-
gle-molecule brightness, B, is very difficult to control in
TIRF due to varying TIRF angles and the presence of
molecules at different depths. Furthermore, the expected
number of photons emitted from a fluorophore does not
depend on the type of illumination. For the characterization
procedure followed, we found that optimal single-molecule

FIGURE 3 Quantification of the nonspecific binding of SNAP-tag fluo-

rescent substrates in live cells. The values show the number of mobile fluo-

rescent substrates and the total number of fluorescent substrates (mobile and

immobile) that were nonspecifically bound to cells. The values were deter-

mined per field of view area in HeLa, MCF7, and H441 cell lines for each

dye showing nonspecific binding on the single-molecule level. Some dyes

had extremely high levels of nonspecific binding, and since no individual

spots could be detected, these were excluded from this graph. Shown are

the average number of molecules detected in frame numbers 20–40 (light

gray) and 120–140 (dark gray). The field of view is a circular area (1520

mm2) with a radius of ~22 mm. The values were determined in multiple re-

cordings, and the average number is shown here, with the error representing

the sample standard deviation.
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brightness was B ¼ 150 photons for red-excitable dyes and
B ¼ 200 photons for green-excitable dyes. Some dyes
needed a relatively long acquisition time to obtain the tar-
geted single-molecule brightness, B (see Table S1 for the
acquisition times used and Fig. S2 for the resulting single-
molecule brightness, B). Table S1 also lists the relative
brightness of each dye conjugate to SNAP-tag. At least
four movies of different cells per dye conjugate were
recorded and analyzed (Fig. 4 A and Movie S1). The bright-
ness (spot intensity) of the molecules follows a Poisson-like
distribution, as shown in Fig. 4 B.

Due to photobleaching, the number of observed fluores-
cent molecules, N(i), decreased over time (Fig. 4 C). We
fitted the rate of photobleaching using Eq. 1 to extract the
mean photobleaching time, t, for each fluorophore. Using
Eq. 2, the expected number of detectable photons per mole-
cule, Pcorr, was calculated. A basal level of detected mole-
cules was observed even after a long imaging time. We
believe that these remaining molecules are the result of mol-
ecules in an intermittent state (blinking) and a constant
influx of molecules from out-of-focus areas into focus.
The expected number of detectable photons per molecule,
Pcorr, was obtained from multiple recordings per fluorescent
substrate, and the average value and standard deviation are
shown in Fig. 5. The conversion from numbers of molecules
to photons requires that single molecules be detected.
This was checked by confirming that the number of emitted
photons per molecule does not vary over time (Fig. 4 D).

In Fig. 6, we summarize the results for nonspecific bind-
ing versus the photostability for each dye. From this figure,
it is clear that both green- (e.g., Dy 549) and red-excitable
dyes (e.g., CF633 and CF640) are suitable for single-

molecule tracking. This result allowed us to examine the
possibility of simultaneously labeling the SNAP-tag with
two spectrally different dyes. The simultaneous incubation
of a 1.0:0.67 mixture of BG-CF633 and BG-Dy 549 resulted
in roughly equal labeling of the SNAP-tag receptor with
these two dyes (Fig. 7). Movie S2 shows SNAP-EGFR pro-
teins labeled with these two dyes diffusing in the plasma
membrane of a live cell. The disappearance of receptors is
due to photobleaching.

DISCUSSION

The results show that a careful choice of the dye to conjugate
to the SNAP-substrate to label SNAP-tag fusion proteins is
very important, as many fluorescent substrates suffer from
either rapid photobleaching or high nonspecific staining.
We found that of the 22 fluorescent substrates tested, three
can be used for single-molecule tracking applications, as
these substrates combine both a low level of nonspecific
binding and a high photostability. Among the green-excit-
able fluorescent substrates, BG-Dy 549 showed the highest
photostability with the lowest nonspecific staining (Fig. 6).
As an alternative, BG-Alexa 546 could be used in ensemble
measurements (e.g., FRET studies), as it is photostable and
only results in detectable nonspecific binding at the single-
molecule level. Among the red-excitable fluorescent sub-
strates, BG-CF640 and BG-CF633 exhibited the best results
(Fig. 6). Whereas BG-CF640 showed slightly lower non-
specific staining, CF633might be relatively brighter depend-
ing on the filter sets available. Even though BG-Atto 655
showed the highest photostability among the substrates
tested (Fig. 5), its use is limited to ensemble measurements,

FIGURE 4 Example of the performed photo-

bleaching analysis on one video recording. A fluo-

rescence image series of SNAP-EGFR labeled with

a BG-Dy 549 was recorded. (A) The tracking algo-

rithm finds the molecules in the raw microscope

recording, and after exclusion of immobile mole-

cules and very short trajectories, the detected mol-

ecules are encircled in the microscopy recording,

where colors are used to differentiate tracks; see

also Movie S1. (B) Histogram of the number of de-

tected photons per frame of all the found molecules

(brightness or spot intensity). The arrow indicates

the average of the values, which we defined as

the single-molecule brightness, B. (C) Number of

detected molecules per frame, N(i), as a function

of frame number i. In red, a fit of the data using

a single-exponential decay function according to

Eq. 1 to yield the mean photobleaching time, t,

for each fluorophore. (D) The average brightness

of the molecules in one frame does not change

over time, confirming that we indeed looked at sin-

gle molecules. To see this figure in color, go online.
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since it showed high levels of nonspecific binding to mem-
brane components of all the three cell lines (Fig. 3).

Nonspecific binding of the SNAP substrates

One of the main advantages of single-molecule tracking
techniques is the ability to discriminate single mobile mol-

ecules from cellular autofluorescence, immobile fluorescent
molecules, and clusters of fluorescent molecules. We uti-
lized this to characterize the nonspecific binding of the fluo-
rescent substrates. Dealing with the nonspecific binding of
fluorophores to any cellular components is one of the
biggest challenges in microscopy. Several of the BG dyes
tested showed high levels of nonspecific binding (Fig. 2).
We found that the amount of nonspecific binding of the
BG dyes is roughly the same among the cell lines tested
(Fig. 3). None of the dyes that led to appreciable levels of
nonspecific staining photobleached within a short period
(Fig. 3); hence, differences in photobleaching of specifically
and nonspecifically bound dyes cannot be used advanta-
geously to discriminate between the two cases.

The cause of nonspecific binding might be explained
from a molecular perspective. Several dyes contain long-
chain hydrocarbons that are lipophilic; therefore, they easily
incorporate into lipid-rich structures such as cellular mem-
branes. Sulfonate acid groups are often added to dyes to
enhance their solubility in water. These groups are nega-
tively charged and electrostatically repelled away from the
negatively charged lipid headgroups in cellular membranes.
Negatively charged dyes include sulfonated fluorescein- and
cyanine-based dyes (68). On the other hand, cationic (posi-
tively charged) dyes, such as many rhodamine-based dyes
have been reported to bind to mitochondria in live cells
(69). Therefore, the major factors influencing nonspecific
binding might be the lipophilic character of a dye in combi-
nation with localized electronic charges. Furthermore, the
inability of certain dyes to penetrate the plasma membrane

FIGURE 5 Expected number of detectable photons per molecule, Pcorr,

for each SNAP-tag fluorescent substrate. The expected number of photons

provides a value for the photostability of a dye conjugate. The values were

determined in multiple recordings, and the average number is shown here,

with the error representing the sample standard deviation. (A) Values are

corrected for the detection efficiency of the microscope for each dye. (B)

Values are not corrected for the detection efficiency, and represent the

expected number of photons detected in our setup.

FIGURE 6 Comparison of the performance of the SNAP-tag fluorescent

substrates for use in single-molecule tracking microscopy. The performance

is shown in terms of photostability and nonspecific binding. BG-Dy 648 and

BG-Dy 649 overlap in the graph. Fluorescent substrates in the lower right

corner show little nonspecific attachment to cells, and the most emitted pho-

tons per molecule before photobleaching. These substrates are the preferred

choice for single-molecule tracking microscopy.

FIGURE 7 A TIRF image demonstrating dual-color labeling of SNAP-

tag receptors at the single-molecule level. The labeling was performed on

SNAP-EGFR with BG-Dy549 (green) and BG-CF633 (red). The combina-

tion of relatively photostable dye conjugates with little nonspecific staining

allows multicolor single-molecule tracking microscopy. Using this tech-

nique, receptor homodimers can be directly visualized. See also Movie

S2. To see this figure in color, go online.
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hinders access to intracellular structures. In general, neutral
and anionic (negatively charged) dyes in this survey ap-
peared to have less of a tendency to bind to cellular sub-
structures (e.g., Alexa 546/647, Dy 632/634, Dy 648/649).
Some dyes (e.g., Atto 647N and Dy 651) adhered to a large
extent to the glass coverslip (which may be avoided by opti-
mizing cleaning procedures), obscuring the detection of spe-
cifically bound single molecules in the adjacent plasma
membrane of the cell. The complex effects of local charges
in combination with polar and lipophilic groups in a dye
molecule make it difficult to predict the nonspecific binding
ability of dyes beforehand. For example, the net charge of a
molecule does not completely explain the nonspecific inter-
action, such as for the negatively charged BG-Dy 651 and
the neutrally charged BG-Dy 630. Both showed a consider-
able amount of nonspecific binding to cellular components.
We also did not find a correlation between the chromophore
family and the nonspecific labeling level. For example, the
incubation of cells with the rhodamine-derived dyes BG-
Alexa 546 and BG-Atto 532 resulted in low nonspecific
levels, whereas BG-Atto 550 and BG-Atto 565 led to
much higher nonspecific levels. Likewise, the cyanine-
based BG-Alexa 647 showed almost no nonspecific binding,
whereas the BG-Dy 630 exhibited extremely high nonspe-
cific binding.

Benke et al. have reported the use of five BG dyes for
single-molecule tracking in eukaryotic cells (61). In their
approach, the fluorescence of these dyes was stochasti-
cally activated for superresolution microscopy; however,
no data on nonspecific binding was provided. Stöhr et al.
described the quenching of several dyes after conjugation
to BG and subsequent SNAP-tag binding (63,70). Their
data demonstrate that the photophysics (i.e., the photo-
bleaching time and fluorescence quenching) of a given
dye can be altered by its molecular environment. Further-
more, they conclude that it is impossible to predict the
changes in fluorescence beforehand due to the complex
effects of local charges in the dye molecule. Stöhr et al.
also reported on the background levels of remaining
unreacted dyes inside Escherichia coli after washing pro-
tocols. Interestingly, some substrates, such as BG-Atto
620 and BG-Atto 633, which reportedly exhibited a low
background staining in E. coli, led to a surprisingly high
nonspecific binding in our experiments with mammalian
cell lines. Stöhr et al. also reported the labeling of 3T3
fibroblast cells with BG-Atto 550, BG-Atto 633, and
BG-Atto 647N. In a similar way, we noticed that BG-
Atto 550 and BG-Atto 647N produced high levels of
nonspecific binding. However, in contrast to the results
of Stöhr et al., in our case, BG-Atto 633 showed a very
intense nonspecific staining of cytosolic and membrane
structures (Fig. 2 and Fig. S2). This discrepancy could
be caused by the difference in fluorescence intensity levels
between the two studies, as we looked at nonspecific stain-
ing in the context of single molecules.

Photostability of the substrates bound to
SNAP-tag

Whereas many red-excitable dye conjugates did not show
any substantial nonspecific binding levels, these dyes
appeared to be less photostable than the green-excitable
dyes. Two dyes, CF633 and CF640, are photostable enough
to permit prolonged imaging with low nonspecific staining
(Fig. 6). Between these two dyes, CF640 showed marginally
less nonspecific staining (Fig. 3).

Another noteworthy observation was that the photostabil-
ities of the Dy dyes of relatively close excitation wave-
lengths were very similar (Fig. 5), for instance, those of
Dy 647, Dy 648, and Dy 649, as well as Dy 632 and Dy
634. From a molecular perspective, Dy 647, Dy 648, and
Dy 649 are typical cyanine dyes, whereas Dy 632 and 634
have one indole group with a polymethine chain linked to
a benzopyrylium group. The slight differences in these
chromophores did not seem to have a large effect on its
photobleaching rate.

Complications and validity

We have performed the photobleaching experiments on
SNAP-tag fused transmembrane EGFR proteins, which
have a basal internalization rate even when the cells are
starved (71,72). This might lead to a false enhanced bleach-
ing detection. During the 30 s of imaging, however, the
internalization rate of the receptor is small compared to
the photobleaching rate (73). Even 1 h after the labeling,
no significant decrease of receptor molecules was observed
at the plasma membrane of the cells. However, in some in-
stances, a small increase in fluorescence in the cytosol was
noticeable, which could be attributed to the basal level of re-
ceptor internalization and the recycling process. Another
complication stems from the fact that this receptor seems
to localize more in filopodia and the periphery of the cells
(74); these receptors can diffuse more easily in and out of
focus. Because molecules diffusing in and out of the plane
of focus will likely be in equilibrium, this should not influ-
ence the recorded bleaching rate at the beginning of a
recording, when receptors in focus have not been bleached
yet. Later, however, as bleached receptors leave the plane,
unbleached receptors can enter the focal plane from outside
the plane, causing the bleaching rate to appear slower than it
actually is. Therefore, we derived the bleaching rate from
that part of the recordings where the number of molecules
is still decreasing. Furthermore, the rate of receptors
entering the focal plane within the 30 s of imaging will be
limited, and this rate will be independent of the dye used.

Improvements to fluorescent SNAP substrates

The attachment of two Dy 549 dyes on a single SNAP sub-
strate (Dy 549�2) seems to be an interesting approach to
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prolonging imaging of the protein, as its photostability
almost doubled in comparison to the substrate with single-
loaded Dy 549 (Fig. 5). The brightness of the double-loaded
SNAP substrate was similar to that of the single-loaded sub-
strate (Table S1). This might be due to self-quenching,
which is commonly observed when the number of fluoro-
phores on a protein is increased, and which affects the fluo-
rescence intensity but not the photobleaching rate per photon
for the complex. Further studies are needed to confirm that
the (single-molecule) brightness is indeed similar in SNAP
substrates with one, two, or even more Dy 549 fluorophores.

Another interesting approach is the incorporation of a
strong fluorescence quencher in the guanine group. Such a
fluorogenic method ensures that the benzylguanine coupled
fluorophore becomes dramatically more fluorescent upon
binding to the SNAP-tag (40). Although the guanine itself
already acts as a relatively good quencher for several dyes
(63), the more dramatic fluorogenic approach could bypass
the issue of nonspecific binding for extremely photostable
dyes such as Atto-655. Another interesting idea is to use a
SNAP-tag substrate derivatized with a fluorophore and a
triplet-state quencher (e.g., a molecular oxygen reducing
agent) (75). This strategy has led to an overall decrease in
the number of dark-state transitions, which led to imaging
periods up to 25-fold longer (75). Prolonged imaging may
allow observation and tracking of many more interactions
of the protein on its path through the cell.

CONCLUSIONS

We have screened and analyzed the photostability and
nonspecific binding properties of a wide range of green-
and red-excitable dyes for labeling proteins in cells by
means of the SNAP-tag technology. The SNAP-tag labeling
strategy is particularly useful for labeling proteins on the
plasma membrane, since there are no restrictions on the
membrane permeability of the fluorescent label. Properties
of dyes have generally been determined in ensemble fluores-
cence imaging and on relatively large biomolecules such as
antibodies. However, properties of dyes can be rather
different at the single-molecule level and when conjugated
to a small biomolecule, such as the SNAP substrate (BG),
and in the local microenvironment of the SNAP-tag. We
have characterized the photostability and specificity for
several SNAP-substrate dye conjugates in different cell lines
at the single-molecule level. We performed the characteriza-
tion in widefield mode to prevent illumination variations
experienced in a TIRF setup, and at high single-molecule
brightness to adequately count most dye molecules in the re-
cordings. To provide a meaningful comparison, we used
similar photon counts per single molecule for each spec-
trally similar dye, corrected for the detection efficiency of
our microscope for the dye’s emission spectrum, and
tracked the bound dyes to differentiate the motion of the
nonspecifically bound molecules.

We found that in our system, the SNAP substrates labeled
with Dy 549, CF633, and CF 640 are the best choices to la-
bel SNAP-tag fusion proteins for single-molecule tracking
among the fluorescent substrates tested. Also, we show
that the attachment of two Dy-549 dyes on one BG probe
is an interesting approach for prolonging imaging of the pro-
tein. Finding two spectrally different SNAP-tag-labeling
dyes that were suitable for single-molecule imaging proved
to be a challenge, as most of the fluorescent substrates tested
either showed a large amount of nonspecific fluorescence or
were rapidly photobleached.

Since both green- and red-excitable fluorescent SNAP
substrates have been identified, multicolor single-molecule
imaging of the same protein species can become a routine
experiment by simultaneously incubating these substrates
with the SNAP-tag fusion proteins in live cells. This should
allow direct observation of homodimers. For an extension to
three-color single-molecule imaging, BG-Alexa 488 could
be used as the third dye conjugate, since it is already known
to be a suitable dye for single-molecule tracking (61),
although the intense cellular autofluorescence at this excita-
tion wavelength limits its use to TIRF microscopy. In addi-
tion, we anticipate that our conclusions could be applied to
the chemically similar tagging technology CLIP-tag, which
also has the guanine moiety in its substrate. Our results are
probably not directly translatable to chemically different
molecular tags, such as Halo Tag, or the acyl carrier protein
based ACP and MCP tags. The combination of SNAP-tag
with another molecular labeling tag allows orthogonal label-
ing on two different protein species. Thus, an interesting
extension to single-protein-species studies is the direct visu-
alization of two interacting proteins of different species, as
occurs, for example, in heterodimer formation.
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41. Corrêa, Jr., I. R., B. Baker, ., M.-Q. Xu. 2013. Substrates for
improved live-cell fluorescence labeling of SNAP-tag. Curr. Pharm.
Des. 19:5414–5420.

42. Pellett, P. A., X. Sun,., J. Bewersdorf. 2011. Two-color STED micro-
scopy in living cells. Biomed. Opt. Express. 2:2364–2371.

43. Dempsey, G. T., J. C. Vaughan,., X. Zhuang. 2011. Evaluation of flu-
orophores for optimal performance in localization-based super-resolu-
tion imaging. Nat. Methods. 8:1027–1036.
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Selecting Ions by Size in a CalciumChannel: The Ryanodine Receptor Case
Study
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ABSTRACT Many calcium channels can distinguish between ions of the same charge but different size. For example, when
cations are in direct competition with each other, the ryanodine receptor (RyR) calcium channel preferentially conducts smaller
cations such as Liþ and Naþ over larger ones such as Kþ and Csþ. Here, we analyze the physical basis for this preference using
a previously established model of RyR permeation and selectivity. Like other calcium channels, RyR has four aspartate residues
in its GGGIGDE selectivity filter. These aspartates have their terminal carboxyl group in the pore lumen, which take up much of
the available space for permeating ions. We find that small ions are preferred by RyR because they can fit into this crowded
environment more easily.

INTRODUCTION

Calcium-selective ion channels have a wide range of selec-
tivity, permeation, and gating properties. From the selectivity
and permeation point of view, there are roughly two general
classes of calcium channels: 1), the surface-membrane cal-
cium channels (e.g., L-, T-, P/Q-, and N-type channels),
which tend to have a micromolar Ca2þ affinity (1,2) and
relatively smaller conductance (3); and 2), the intracellular
calcium channels (e.g., the ryanodine receptor (RyR) and
the inositol triphosphate receptor (IP3R)), which have a
much weaker millimolar Ca2þ affinity (4–7). These two cal-
cium channel types share very little homology, but both have
a mixture of four glutamates and aspartates in their selec-
tivity filters (8–13).

While selectivity and permeation of Ca2þ is the main
physiological function of these channels, monovalent cat-
ions also play an important role. For example, RyR and
IP3R’s poor Ca

2þ selectivity allows them to simultaneously
conduct Kþ countercurrent to prevent large changes in
membrane potential during Ca2þ release (14,15). Nonphy-
siological monovalent cations are also important because
by studying them, we can improve our understanding of
ion channel selectivity and permeation.

Selectivity among different monovalents has become an
important topic in the years since the structure of the potas-
sium channel was published (16). The potassium channel’s
physiological selectivity hinges on distinguishing between
ions of different size, with one of the primary determinants
being the dehydration energy difference between Naþ and
Kþ (17–20). Interestingly, RyR shares a relatively large ho-
mology with the potassium channel in the selectivity filter

(21–24). However, there are significant differences between
the two pores, namely, the eight negative charges of RyR
(11–13) and the 2–3 times larger diameter of RyR (25,26).
This leads to a RyR selectivity in favor of the smaller
NaD over the larger Kþ (27,28) (this study), the opposite
of what happens in the potassium channel. Therefore, under-
standing size selectivity in RyR gives us a broader picture of
selectivity in all channels.

In the last few years, selectivity in calcium channels has
been studied with various methods, and two distinctly
different models of the selectivity filter have emerged. The
model proposed by Nonner et al. (29) describes the gluta-
mates and aspartates, as well as their negatively charged, ter-
minal carboxyl (COO–) groups, as protruding into the lumen
of the selectivity filter, whereas the model of Corry et al. (30)
describes the carboxyl groups as being in the protein, outside
of the permeation pathway. In the first model, the pore is a
liquid-like environment because the glutamates and aspar-
tates are flexible and so the carboxyl groups can rearrange
around the permeating cations. The role of the fluctuations
of the carboxyl groups is to coordinate the ions; the better
the coordination, the better the selectivity. In the second
model, the lumen of the selectivity filter contains only the
permeating cations and the carboxyl groups cannot rearrange
to screen them. Selectivity in this model is almost exclusively
the result of electrostatics (30) and therefore it cannot distin-
guish between two ion species of the same valence (31,32).
The model pore of Nonner et al. (29), however, predicts large
differences in affinity between monovalent cations
(28,29,33–37).

The difference in selectivity between these models of
the L-type calcium channel is due to the direct (i.e., very
close-range) interactions of the carboxyl groups with the
permeating cations; only with the carboxyl groups in the
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permeation pathway does the pore have micromolar Ca2þ

affinity (38). The carboxyls in the pore make a highly
charged environment that attracts cations, while at the
same time making a very crowded, liquid-like environment
where ions must compete for space with each other and the
carboxyls. In this charge/space competition (CSC) mecha-
nism, selectivity is a balance of electrostatic and
excluded-volume forces (i.e., two ions cannot overlap)
(28,29,33–42).

The importance of this balance of forces has recently
been studied in RyR using a Poisson-Nernst-Planck/density
functional theory (PNP/DFT) model. That analysis showed
the bulk of the energetics that favors Ca2þ over monovalent
cations is provided by the screening of the permeant ions by
the carboxyls (28). It was also found that, with all else being
equal, when monovalents compete with Ca2þ for the pore,
the smaller ones compete much more effectively because
it is energetically easier to insert a small ion than a bigger
one (28). In this work, we continue the study of selectivity
in RyR by considering monovalent versus monovalent
selectivity using the same RyR model.

The advantage of using this model is that it reproduces all
the known experimental permeation and selectivity data of
RyR from two major labs in more than 180 ionic mixtures
and several mutants, including the new experiments des-
cribed here (28,37,43,44). Other calcium channel models,
at best, reproduce a very small amount of experimental
data (30,38) and in many cases only consider ion binding
in the selectivity filter, not current (29,33–36,38,40–42).
The RyR model also predicted (before experiments
confirmed them) all of the known anomalous mole fraction
effects of RyR (28,37) and how they change with voltage
and concentrations (43). In addition, the model predicted
and experiments confirmed that Ca2þ selectivity of RyR
actually decreases with increasing luminal Ca2þ concentra-
tion (44). Collectively, these results strongly suggest that
the model captures the physics of both permeation and selec-
tivity when one, two, or (as we show here) three cation spe-
cies compete for the pore. The PNP/DFT approach has an
additional advantage over the particle simulations used in
the other calcium channel model: it naturally decomposes
the energetics of selectivity into distinct energy terms that
allow one to understand selectivity.

Using this approach, we find that there are large dif-
ferences only for the nonelectrostatic energy terms; the elec-
trostatic energies, from both the mean electrostatic potential
and the ions’ ability to screen other ions, were very similar
across the ion species we studied. The only large energetic
difference between monovalent cations is in the term that
quantifies how easily the ions fit between the carboxyl
groups that are inside the selectivity filter lumen. Small
ions are preferred by RyR because they fit much more easily
than larger ions. While small ions can get closer to other
ions to screen their charge better, this advantage is
secondary.

THEORY AND METHODS

Experiments

Single channel measurements were performed as previously described using

Mueller-Rudin-type planar lipid bilayers containing a 5:3:2 mixture of

bovine brain phosphatidylethanolamine, phosphatidylserine, and phosphati-

dylcholine (25 mg of total phospholipid/ml n-decane) (12). Proteoliposomes

containing the purified RyRs were added to the cis (cytosolic) chamber of

the bilayer apparatus and fused with the lipid bilayer. Single-channel cur-

rents were measured with the indicated buffer solutions on both sides of

the lipid bilayer, and 2–20 mMCa2þ and 1 mM or no ATP in the cis chamber

of the bilayer apparatus. The trans (luminal) side of the bilayer was defined

as ground. Electrical signals were filtered at 2 kHz, digitized at 10 kHz, and

analyzed as described previously (12). All data are from the RyR2 (cardiac

muscle) isoform.

Models

In this work, we used our previously published model (28) without any

changes. The geometry of the pore and the locations of the amino acids

used in the model are shown in Fig. 1. Further details may be found in

Gillespie (28).
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FIGURE 1 Geometry of the model RyR pore. In the experiments and

calculations, the lumen of the sarcoplasmic reticulum (SR) is electrically

grounded. The circle around each labeled amino acid is meant to illustrate

the range of the motion of the terminal carboxyl group. Aspartates (thick

circles) and glutamates (thin circles) are given a radius of 5 Å and 7 Å,

respectively. Only the amino acids of one of the four identical RyR sub-

units is shown. Asp-4945, Asp-4938, Asp-4899, Glu-4900, and Glu-4902

are the only amino acids explicitly modeled in the theory. The GGGIG

sequence (4894–4898 in the numbering) at the cytosolic end of the selec-

tivity filter is only a reference point for readers familiar with the RyR

sequence. Throughout, we use the RyR1 numbering scheme of the amino

acids (34).
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The ions are modeled as charged, hard spheres and their flux through the

pore is described by a combination of 1D Poisson-Nernst-Planck theory and

density functional theory (PNP/DFT) of fluids (45):

�Ji ¼ 1

kT
DiðxÞAðxÞriðxÞ

dmi

dx
(1)

� εε0

AðxÞ
d

dx

�
AðxÞ df

dx

�
¼ e

X
i

ziriðxÞ (2)

where ri and mi are the concentration and electrochemical potential, respec-

tively, of ion species i throughout the pore and baths; Ji is the flux of species

i; and A(x) is the area of the equi-chemical potential surfaces that is estimated

as previously described (46,47). In the pore, this corresponds to the cross-

sectional area whose radius is shown in Fig. 1. The dielectric constant ε of

the system is 78.4. ε0 is the permittivity of free space, k is the Boltzmann con-

stant, andT¼ 298.15K is the temperature.The functionsf andDi are themean

electrostatic potential and the diffusion coefficient of species i, respectively.

The 1D description of Eqs. 1 and 2 assumes that there are no significant

radial effects on the concentrations, for example those caused by a hard-

wall model of the lumen/protein interface. Such a simple ion size/rigid

pore model is not used here. Instead, we assume that the walls are relatively

flexible. This is supported by experiment; large cations with diameters of

~7 Å flow through RyR with low conductance (25), but the pore can stretch

to conduct the ~10-Å-diameter neomycinwith sufficiently high voltage (26).

DFT of ions

The electrochemical potentials mi are described by DFT of electrolytes

(39,48), which decomposes them into four terms:

mi ¼ kT , ln
�
L3

i riðxÞ
�zfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflffl{ideal gas

þ ziefðxÞ
zfflfflffl}|fflfflffl{mean electrostatic

þ mSC
i ðxÞ

zfflfflffl}|fflfflffl{screening

þ mHS
i ðxÞ

zfflfflffl}|fflfflffl{excluded volume
(3)

where Li is the thermal de Broglie wavelength, a constant that will drop

out later since potentials are only defined up to a constant. These terms

represent the different contributions to the energy required to insert an

ion of species i at location x.

If ions were point charges, the ideal gas and mean electrostatic potential

terms would make the familiar Poisson-Nernst-Planck theory of drift-dif-

fusion (49,50). The size of the ions is described by the screening and

excluded-volume terms. The excluded-volume term describes the energetic

penalty to find space for an ion among all the other ions. It is a penalty (i.e.,

a positive energy) because other ions (and waters) will overlap with the new

ion, which is not allowed, and therefore must move out of the way. The

screening term, on the other hand, is a favorable term (i.e., a negative en-

ergy) because it measures how well ions rearrange to screen each other

to minimize the instantaneous electrical potential. Roughly speaking, the

more perfectly screened the ions are, the easier it is to insert another ion,

and small ions do a better job of screening because they approach closer

to the charge. It found that the screening term is important for RyR Ca2þ

versus monovalent cation selectivity (28). It is also what gives ions an ac-

tivity coefficient that is generally <1 (51).

One important aspect of all of the terms in Eq. 3 is that they are not

instantaneous measures of these energies. Rather, they are long-time aver-

ages at each location, just like the concentrations on which they depend.

Therefore, the mean electrostatic potential, given by the Poisson equation

(Eq. 2), is the average electrostatic potential, not an instantaneous electro-

static potential. Because of this, fðxÞ affects all of the monovalent ion con-

centrations equally strongly (Eq. 3).

Some important aspects of the instantaneous electrostatic potential are lost

in a mean-field theory where only the mean electrostatic potential is consid-

ered. For example, small ions will bind closer than large ions to the side

chains of the aspartate and glutamate residues, and therefore they will expe-

rience a stronger electrostatic interaction and at the same time screen the

charge more effectively.While mean-field theories such as PNPmiss this ef-

fect, this is exactly the interaction that is captured in the screening term:

mSC
i ðxÞ averages the Coulombic interactions using the radial distribution

function (which includes ion sizes) (51), whereas PNP does not.

RyR and ion dehydration

Something not included in the model is ion dehydration/resolvation. In

many channels, ions must shed their hydration shells of nearest waters to

enter the channel; this is an energetic penalty. They are then resolvated

by the channel protein when the side chains or backbone carbonyl oxygens

interact directly with the ions as the waters would have; this is generally

energetically favorable because the protein side chains or carbonyl oxygens

tend to be at least partially charged. Since it takes a lot of energy to dehy-

drate an ion, this can be a very important part of the energetics of selectivity

(e.g., in the potassium channel (17–20)).

In RyR, however, empirical evidence shows that ion dehydration is not a

significant component of selectivity or permeation. For example, Mg2þ per-

meates the RyR equally as well as Ca2þ (5). This is significant because the

Gibbs energy of solvation of Mg2þ is 130 kT larger than that for Ca2þ (52).

This very large difference is enough to prevent Mg2þ permeation through

the L-type calcium channel (3). The fact that the large dehydration energy

of Mg2þ is not a hindrance to its conduction is one indication that ion dehy-

dration is not a major factor in RyR.

This may seem somewhat surprising given the well-established homol-

ogy between the RyR selectivity filter and that of the potassium channel

(21–24). RyR is, however, significantly wider; large-ion conduction exper-

iments indicate a minimum RyR pore radius of ~7 Å (25,27) that can stretch

to 10 Å (26). This makes the need to strip waters off ions significantly less

than in the much narrower potassium channel (53).

The model also lends credence to this idea. Because the model is based

on physics and not data fitting of individual data points, if ion dehydration/

resolvation played a major role, then the model should fail to reproduce the

experimental data. Only nine data points were used to establish the model

parameters, so all of the other hundreds of data points are purely the result

of the physics that is in the model (28,37). By ignoring ion dehydration, we

are hypothesizing that ion dehydration is much smaller than the other terms

in Eq. 3, for example, that the electrostatic energy of being surrounded by

carboxyl groups in the selectivity filter is much more favorable than ion

dehydration is a penalty.

As described in the Introduction, this PNP/DFTmodel reproduces and pre-

dicts the current/voltage relations of native RyR in more than 120 previously

published ionic solutions (28,37,43,44) and another 60 ionic solutions pre-

sented here, as well as the current/voltage relations of various charge-neutral-

izing mutations (28,37). If ion dehydration/resolvation were a significant

contributor to either permeation or selectivity, onewould surmise that amodel

that did not include thiswould not be able to reproduce or predict data over the

wide range of conditions as thismodel has (e.g.,micromolar tomolar concen-

trations,5150 mV voltage ranges, and hundreds of various mixtures of Liþ,
Naþ, Kþ, Rbþ, Csþ, Mg2þ, and Ca2þ), even if under some conditions there

mayhave been a cancellation of errors. This indicates that themodel correctly

describes, at least to first order, the physics ofRyRpermeation and selectivity.

Energetics of selectivity

To study binding selectivity (i.e., the amount of an ion species that accumu-

lates at one location in the pore), we consider identical baths and zero

applied voltage so that the ions are in equilibrium. Then, all of the electro-

chemical potentials are constant everywhere and there are no ion fluxes

from any species. In Eq. 3, the left-hand side is then a constant, namely,
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the electrochemical potential of the baths. The right-hand side contains the

components of the electrochemical potential as they change with location in

the baths and into the channel and selectivity filter. Because the left-hand

side is constant at equilibrium, any change with location in one term on

the right-hand side must be countered with a change in the opposite direc-

tion by the other terms.

We will examine how the components of the electrochemical potential

compare among monovalent cations of different size. To do that, Eq. 3

for ion species i is rewritten as

�kT ln

�
riðxÞ
rbathi

�
¼ ziefðxÞ

zfflfflffl}|fflfflffl{mean electrostatic

þ DmSC
i ðxÞ

zfflfflfflffl}|fflfflfflffl{screening

þ DmHS
i ðxÞ

zfflfflfflffl}|fflfflfflffl{excluded volume

(4)

where DmSC
i ðxÞ indicates the screening chemical potential at x minus the

bath value, and similarly for the HS term. To compare two different ion spe-

cies (e.g., Kþ and Csþ), Eq. 4 for the two species can be subtracted:

ln

�
rCsðxÞ
rKðxÞ

�zfflfflfflfflfflfflffl}|fflfflfflfflfflfflffl{binding selectivity

¼ ln

�½Csþ�
½Kþ�

�zfflfflfflfflfflfflffl}|fflfflfflfflfflfflffl{number advantage

þ ðzK � zCsÞ efðxÞ
kT

zfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflffl{mean electrostatic advantage

þ 1

kT

�
DmSC

K ðxÞ � DmSC
Cs ðxÞ

�zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{screening advantage

þ 1

kT

�
DmHS

K ðxÞ � DmHS
Cs ðxÞ

�zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{excluded-volume advantage

: (5)

Eq. 5 defines the binding selectivity (the left-hand side) in terms of the

ratio of concentrations at the same location x. (In this example, a positive

term favors the binding of Csþ whereas a negative term favors Kþ.) To
have one ion species at a higher concentration, at least one of the four

components on the right-hand side must favor that ion species. In line

with previous work (28,54), we call these terms advantages because

they reflect which ion species has an energetic advantage for ion binding

in each term. The number advantage describes which ion species has a

higher bath concentration and is therefore more likely to enter the chan-

nel. The mean (i.e., long-time averaged) electrostatic advantage favors

the ion species with the higher valence. Here, all of the ions are mono-

valents, so this term is always zero. The screening advantage favors

small, high-valence ions because they neutralize the charge of other

ions (screen) better than large, low-valence ions. This is one way in

which ion size comes into selectivity; the other way is through the

excluded-volume advantage.

This same type of analysis has been used previously to understand Ca2þ

versus monovalent selectivity in RyR (28). That work showed that RyR is a

Ca2þ channel because of its electrostatic advantages, both in themean electro-

static advantage and in the screening advantage.Moreover, themodel predicted

that RyR calcium selectivity diminishes as [Ca2þ] increases because the pore
becomes more charge-neutral. This decreases the mean electrostatic advan-

tage, whereas the screening advantage was predicted to remain unchanged.

This was recently verified experimentally (44), showing that breaking the en-

ergetics into these contributions correctly captures the reasons for selectivity.

Lastly, we describe an aspect of the electrochemical potential that wewill

use later. Each component in Eq. 3 (except the ideal gas term) for species i

depends on the concentrations of all ion species, not just species i. This

means that even if an ion species is present at only trace concentrations,

its electrochemical potential at any point in space is not zero; it takes energy

to insert even one ion into the mix of ions already present at that point.

Later, we will use this idea to compare the electrochemical potentials of

three different ions (Naþ, Kþ, and Csþ) even if only two of them (e.g.,

Naþ and Kþ) are in the baths.

Assumptions and approximations

Like all models, this model includes assumptions and approximations. They

generally fall into two categories: the description of the channel and the

physics used to describe the ions and the ion current.

The structure of the channel was inferred from experimental mutation

data as previously described in detail (28,37). This was necessary (and con-

tinues to be so) because although a low-resolution structure of RyR has

been well established for some time (21–23), a high-resolution structure

has not yet been determined (55) (Montserrat Samso, Virginia Common-

wealth University, personal communication, 2014), especially not for the

selectivity filter. So far, structures that include the pore have a resolution

of ~10 Å and only certain isolated domains (e.g., the N-terminal domain

(56–58)) have yielded high-resolution x-ray crystallographic structures.

Given these limitations, the overall structure of the selectivity filter and

pore shown in Fig. 1 was chosen to reflect the well-established structural

homology with the potassium channel (21–24) and the fact, as described

above, that the RyR pore is significantly wider, in line with a previous

molecular dynamics study by Shirvanyants et al. (59). That study showed

large fluctuations in the selectivity filter diameter from 0 to 6 Å. One short-

coming of our model is that these fluctuations are not included in the 1D

model used here, which necessarily requires a fixed diameter.

On the physics side, the use of mean-field equations, like the PNP equa-

tions, has been criticized as not being valid in narrow channels (60). How-

ever, in a recent study by one author of Ref. 60, the opposite was found

when the size of the ions was taken into account (61). Specifically, when

the density profiles were taken from Brownian dynamics simulations

(whose description of ions is very similar to that used here), even a 1D

Nernst-Planck theory reproduced the full current-voltage curve of the

Brownian dynamics simulation. Therefore, the permeation physics of the

Nernst-Planck equation is probably correct because we are not considering

single-file channels where conservation of momentum is important. Com-

parisons with simulations show that DFT correctly computes the profiles

of hard-sphere ions in many systems (62,63). Moreover, our 1D DFT

RyR profiles are very similar to cross-sectional averages of full 3D simula-

tions (Dezs}o Boda, University of Pannonia, personal communication,

2014), so it is probable that the 1D Nernst-Planck equation used here is

applicable. However, more studies on crowded channels should be done,

which is work we plan to continue (64–66).

One also cannot rule out the possibility that approximations that underlie

the DFT (e.g., the mean spherical approximation) may scale similarly to

physics that is not included (e.g., ion dehydration), resulting in a cancellation

of errors. We have tested this previously (67) and are continuing to do so.

RESULTS

In this work, we examine the competition of monovalent
cations for the RyR pore. Specifically, we analyze the ener-
getic differences between Naþ, Kþ, and Csþ, which differ in
both size and RyR conductance; their unhydrated crystal di-
ameters are 2.04, 2.76, and 3.40 Å (68), respectively, and
their experimentally measured conductances in 250 mM
symmetric conditions are 481, 800, and 519 pS (37), respec-
tively. We also conducted experiments using Liþ, which has
a crystal diameter of 1.33 Å and conductance of 210 pS.

Comparing the model with experiments

The first thing to know is whether the model can success-
fully compute the competition between multiple monova-
lent cations. Previous studies using the same RyR model
compared model and experimental results when two cation
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species competed for the pore, but only under a limited set
of conditions. Specifically, they considered bi-ionic condi-
tions and two mole fraction experiments where the relative
concentrations of two cation species was changed (28,37).

In Fig. 2, we show more comparisons of the model with ex-
periments. For all of the results shown in the figure
(described below), none of the previously published param-
eters of the model (28) were changed in any way.

A B

C D

(13)

(8)
(10)

*(16)
(15)

FIGURE 2 (A–D) Comparison of the model with experiments in which two (A) or three (B–D) monovalent cations compete for the pore. (A) Salting-out

experiment in which XCl is added to 250 mM CsCl. Conductance is plotted as [Xþ] is changed for Xþ ¼ Liþ (,), Naþ (�), and Kþ (-). Below the main

figure, the Naþ curve (�) is redrawn on a different scale to show its minimum. (B) Two sets of experiments in which Naþ, Csþ, and Liþ compete for the pore

or Naþ, Csþ, and Kþ compete for pore while all three ion species’ concentrations are changed. The mole fraction of Naþ is changed as [Naþ] þ [Csþ] is
constant at 250 mM (� and thick solid line). For the other curves, 50 mM (box symbols), 100 mM (circles), or 250 mM (triangles) of either Liþ (open sym-

bols) or Kþ (solid symbols) is in the bath in addition to the Naþ/Csþ mixture. The error between theory and experiment is largest for the top dotted line, but

the relative error for that line is always less than 6%. Below the main figure, the Naþ curve (�) is redrawn on a different scale to show its minimum. It also

shows the number of recordings in parentheses and error bars. The point at mole fraction 0.6 was shown earlier to be statistically significantly smaller than its

two neighbors (denoted with *), experimentally verifying the minimum. (C) Liþ, Kþ, and Csþ compete for the pore while all three ion species’ concentrations

are changed. The mole fraction of Liþ is changed as [Liþ] þ [Kþ] is constant at 250 mM (� and solid line). For the other curves, 100 mM (C) or 250 mM

(:) of Csþ is in the bath in addition to the Liþ/Kþ mixture. (D) Liþ, Naþ, and Csþ compete for the pore while all three ion species’ concentrations are

changed. The mole fraction of Liþ is changed as [Liþ] þ [Naþ] is constant at 250 mM (� and solid line). For the other curves, 100 mM (C) or

250 mM (:) of Csþ is in the bath in addition to the Liþ/Naþ mixture. In all panels, both the cytosolic and luminal baths are identical. All standard error

bars are approximately the size of the symbol or smaller.
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One kind of experiment we conducted was a salting-out
experiment in which [CsCl] was kept at 250 mM while
more and more LiCl, NaCl, or KCl was added to the baths.
This is the experiment shown in Fig. 2 A. Not only does the
model reproduce the large changes in conductance when
Liþ or Kþ are added, but the model also reproduces the min-
imum in the conductancewhenNaþ is added to the Csþ. This
minimum is similar to the anomalous mole fraction effect
(AMFE) that was predicted by the model for this mixture of
these two ion species (37), shown as the thick solid line in
Fig. 2 B. Both of these curves are redrawn below the main
graphs in Fig. 2, A and B, to explicitly show their minima.

In Fig. 2, B–D, three monovalents are competing for the
pore. The model predicts all of the features of the experi-
mental results. For example, the Naþ/Csþ AMFE (Fig. 2
B, thick solid line) disappears when either Liþ or Kþ is pre-
sent in addition to the Naþ/Csþ mixture (Fig. 2 B, box sym-
bols). Also, the model reproduces the crossing of the curves
in Fig. 2 C and the crossover concentration. The relative er-
ror between the model and experiments is always less than
6% when three cations are competing for the pore.

All experiments were done after the calculations were
performed. Therefore, the curves shown in the Fig. 2 are
predictions of the model based on the physics of ion perme-
ation and selectivity contained in the model. While one can
never eliminate the possibility of canceling errors, one can
infer that if the physics in the model is wrong (e.g., if ion
dehydration plays a major role or if drift-diffusion does
not correctly describe ion permeation), then the model
should fail to reproduce experiments. Fig. 2 shows that the
model seems to get the proportions of the three cations in
the pore correct, which would not be possible if many of
the energies were several kT off. Given how well the model
predicted these challenging and nonlinear results, we will
now use the model to analyze how RyR selects among
monovalent cations of different sizes.

One cation species competing for the pore

To start the analysis of selectivity, let us first consider the
concentration profiles of the individual ions when they are
not competing with each other for the pore, that is, when
there is only one cation species in the baths. This is shown
in Fig. 3 A for 250 mM symmetric conditions.

Overall, the profiles are very similar. They reach a
maximum of ~13 M in the selectivity filter where the protein
charge is the highest. Other local bumps in concentration of
~5 M occur near the other charged amino acids (shown in
Fig. 1). All of the ions have the same concentration in the
charged regions because the negative charges of the amino
acids must be neutralized as much as possible. As previ-
ously shown, there are always approximately three monova-
lents in the filter (37).

A more nuanced examination of the profiles shows that
the larger the ion, the more oscillations there are. Csþ, espe-

cially, has two distinct peaks in the selectivity filter (be-
tween x ¼ 15 Å and 25 Å) and another on the cytosolic
side of the filter (between x ¼ 10 Å and 15 Å). This is a
commonly found feature of large ions. In regions where
ions must be present to neutralize a charge, their large
size prevents other ions from being near them. This results
in distinct layers of ions, seen in the profiles as peaks
of high concentration and troughs of low concentration
(69–71).

The idea that it is more difficult for large ions to find
space in regions crowded with charged amino acid groups
(the COO– terminal groups of the aspartates and glutamates)
and other ions is reflected in the energetics. This is shown in
Fig. 3 B, where the excluded volume, screening, and mean
electrostatic potential terms from Eq. 4 are plotted.

For all of the ions, the excluded volume term is positive
because the pore is more crowded than the bath. Therefore,
it is more difficult for the ions to find space in the pore than
in the bath, resulting in an energetic penalty (a positive

kT
Na+

K+

Cs+

Na+

K+

Cs+

Na +
Cs +

mean
electrostatic

potential

screening

excluded volume

A

B

FIGURE 3 (A) Concentration profiles throughout the pore of Naþ (solid,

black), Kþ (long-dashed, red), and Csþ (dotted, blue). For each curve, XCl

(X¼ Na, K, or Cs) is at 250 mM in both baths and the other two cations are

not represent. (B) Profiles of the terms in Eq. 4: excluded volume DmHS
i ðxÞ

(black), screening DmSC
i ðxÞ (purple), and mean electrostatic potential

ziefðxÞ (green). Each group has a curve for the three cations: Naþ (solid),

Kþ (long-dashed), and Csþ (dotted). To see this figure in color, go online.
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energy in Fig. 3 B). Conversely, because the pore is charged,
there is a negative electrostatic potential pulling the cations
in. Similarly, screening is easier when more negative charges
are around, and thus the screening term is negative (favoring
ions accumulating in the pore).

The biggest difference among the three cations is in the
excluded volume and mean electrostatic potential terms;
the differences in the screening term are relatively small
in comparison. In the excluded volume term, the largest
ion (Csþ) has the largest energetic penalty, as expected,
whereas the smallest ion (Naþ) barely has any excluded vol-
ume penalty.

Since all of the ions have roughly the same concentrations
throughout the pore as they try to neutralize the protein
charge, it follows from Eq. 4 that any differences between
the cations in one energetic term must be counteracted by
another term. In this case, the difference in the excluded vol-
ume terms is made up by the mean electrostatic potential.
Specifically, because the large Csþ has more difficulty in
finding space, a larger (more negative) electrostatic poten-
tial is necessary to pull in sufficient numbers of Csþ.

Two and three cation species competing
for the pore

Now, let us examine what occurs when the ions compete
with each other for the pore. Fig. 4 shows the concentration
profiles for the three cations as the bath Kþ concentration is
increased from 0 mM (A) to 125 mM (B) and 250 mM (C)
whereas the Naþ and Csþ concentrations remain constant at
125 mM each.

In the absence of Kþ, only Naþ and Csþ are competing
for the pore, and even though they are at the same concen-
tration in the baths, there is a large discrepancy in their con-
centrations in the pore; there are far more Naþ than Csþ

(Fig. 4 A). This is also true when all three cations have the
same bath concentration (Fig. 4 B); the ions’ concentrations
are inversely related to their size. In fact, only when [Kþ] is
twice [Naþ] is the Kþ concentration in the selectivity filter
the same as the Naþ concentration (Fig. 4 C).

The energetic origin of this difference is shown in Fig. 5.
There, the excluded-volume and screening terms of Eq. 4
are shown for all six mixtures of cations examined so far
in Figs. 3 A and 4. In this case, only these two terms are
shown because now we want to consider the differences in
energetics between ion species, as in Eq. 5. Since all of
the ions have the same charge, their mean electrostatic po-
tential is the same in each experiment. Fig. 5 A shows the
profiles along the pore of the two terms, whereas Fig. 5 B
shows the values in the middle of the selectivity filter for in-
dividual experiments.

The aggregate results of Fig. 5 A show how the excluded-
volume and screening terms behave in general. Specifically,
it can be seen that the screening terms are approximately
the same for all cations under all conditions. This is signifi-
cant because smaller ions are better screeners, something
that usually gives them an energetic advantage. However,
here this advantage is relatively small compared to the
excluded-volume term. Unlike the screening term, this
term stratifies into three layers, one for each cation, indi-
cating significant differences among the ions. Collectively,
this shows that the only substantive difference between the
cations is how their size makes it difficult for them to find
space, rather than how their size makes it difficult to screen;
this screening effect is secondary.

This is borne out in the results of the individual experi-
ments shown in Fig. 5 B. In each case, the smaller ions
are marginally better screeners, but more importantly, they
have a significantly smaller energetic penalty for finding
space in the selectivity filter. Specifically, the screening
advantage of the small Naþ over the large Csþ is always
<0.25 kT. This is about five times larger than bulk, indi-
cating that Naþ has a significant increase in screening abil-
ity because its charge can get closer to the negative carboxyl
groups. However, its excluded volume advantage is consis-
tently larger at ~1 kT. These energetic differences may seem
small, but the ratio of Naþ to Csþ concentration is the expo-
nential of this difference when these two ions compete head
to head, creating an ~3.5-fold difference in concentration in
the selectivity filter (Fig. 4).

Na+

K+

Cs+

Na+

K+

Cs+

Na+

K+

Cs+

[Na+] = 125 mM
[K+] = 0 mM
[Cs+] = 125 mM

[Na+] = 125 mM
[K+] = 125 mM
[Cs+] = 125 mM

[Na+] = 125 mM
[K+] = 250 mM
[Cs+] = 125 mM

A CB

FIGURE 4 The concentration profiles throughout the pore of Naþ (solid, black), Kþ (long-dashed, red), and Csþ (dotted, blue) as [Kþ] in both baths is

increased from 0 mM (left) to 125 mM (middle) to 250 mM (right). In all panels, [Naþ] and [Csþ] are 125 mM. To see this figure in color, go online.
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DISCUSSION

Whether an ion channel spans intra- or extracellular mem-
branes, it faces a sea of ions from which it must pick ions
to conduct. The atomic cations tend to be monovalent
(Naþ and Kþ) or divalent (Ca2þ and Mg2þ) and so a channel
must be able to select among ions of the same charge whose
main difference is size. Many monovalent cation-selective
channels, such as the neuronal sodium and potassium chan-
nels, exclude essentially all other physiological ions; their
selectivity is for their namesake ion only (72). Similarly,
many extracellular calcium channels have such high Ca2þ

affinity that they exclude virtually all other ions under phys-
iological conditions, even if they do conduct monovalent
cations in the absence of Ca2þ (3,27).

Intracellular calcium channels like RyR and IP3R offer a
more nuanced view of size selectivity. They conduct both
monovalent and divalent cations, even in mixtures. Both

RyR and IP3R have a Ca2þ to Kþ permeability ratio of
only ~7, and both conduct Mg2þ (5,6). In fact, the conduc-
tance of Kþ and Mg2þ at the same time as Ca2þ is important
for their physiological roles in intracellular calcium release
(14,15,44). Moreover, these channels can distinguish be-
tween monovalents of different size, preferring small ones
to large ones (27).

This can be seen, for example, in experiments with RyR
where Ca2þ was added to symmetric 100 mM NaCl and
separately to 100 mM CsCl (28). Individually, Naþ and
Csþ have approximately the same conductance through
RyR (480 and 520 pS, respectively, as shown in Fig. 2 B),
so there is little difference in how fast the ions move through
the channel. However, only 10 mMCa2þ significantly affects
Csþ current, while ten times more is needed to affect Naþ

current (28). Viewed in terms of ion competition for the
pore, Csþ is more easily displaced by Ca2þ than Naþ.
Consistent with this idea, the block of these monovalent
cation currents by Ca2þ was significantly weaker with
Naþ (28) and virtually nonexistent with the smaller Liþ (43).

In RyR experiments involving only combinations of
monovalent cations under bi-ionic conditions, there is
consistently a current from the small cation at zero applied
potential (73). In other words, even though there are equal
concentrations of, say, Kþ on one side of the channel and
Csþ on the other, there is a net Kþ current unless a
voltage is applied that opposes Kþ movement. With Liþ

instead of Csþ, Liþ current flows. In both cases, it is the
smaller cation that is favored. Also, as shown in Fig. 2 A,
the addition of Liþ to Csþ produces a much steeper change
in conductance than the addition of Kþ, which is larger
than Liþ, suggesting that small ions more easily displace
larger ones.

By what mechanism do smaller cations displace larger
ones? To illustrate, consider the addition of Naþ to
250 mM Csþ. For reference, the energetics profiles of Csþ

in the absence of Naþ are shown in Fig. 3 B. Initially, at
very low [Naþ], very few Naþ are present in any part of
the channel (e.g., the selectivity filter or the cytosolic vesti-
bule). As [Naþ] increases, more Naþ are drawn in by the
electrostatic potential. This mean electrostatic potential,
however, applies equally strongly to both the Naþ and
Csþ ions, and therefore this force will not favor one ion spe-
cies over the other (it disappears in Eq. 5).

The one difference between these ion species is that Naþ

has a crystal diameter that is 1.36 Å smaller than that of the
Csþ (68) and therefore has only 18.2% the volume of Csþ.
The smaller radius allows the charge of the Naþ to get closer
to another charge and therefore screen it better. This differ-
ence in the instantaneous electrostatic potential felt by Naþ

(compared with Csþ) gives Naþ an advantage in the SC term
of Eq. 5. Moreover, the smaller volume allows the Naþ to
squeeze into a crowded space more easily. This gives it an
even larger advantage in the HS term of Eq. 5. To under-
stand how these terms change as the [Naþ] increases
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continuously, we can also look at the ratio of the Naþ and
Csþ concentrations in different parts of the channel
(Fig. 6). Specifically, we consider crowded and relatively
uncrowded parts of the channel, namely, the selectivity filter
and the cytosolic vestibule (Fig. 1).

The blue line in Fig. 6 depicts what would happen if there
were no differences between Naþ and Csþ, for example, if
electrostatic forces dominated as in the model of Corry
et al. (30). In that case, the concentration ratios in each
part of the channel would be the same as in the baths;
only the number advantage term in the Eq. 5 would matter.
However, both the excluded volume and screening advan-
tages of Naþ affect the final Naþ to Csþ ratios. Specifically,
in Fig. 6, the red line/symbols show the effect of having only
the screening term and ignoring the excluded-volume term,
while the black line/symbols include the effects of both the
excluded-volume and screening terms.

In both the crowded selectivity filter (lines in Fig. 6) and
the much less crowded vestibule (symbols), the screening
term favors Naþ; the red line and symbols in Fig. 6 are above
the blue line. Moreover, the screening is almost identical in
both parts of the channel; the red line and red symbols are
virtually the same. This means that the screening is more
or less independent of crowding. On the other hand, the
excluded-volume term favors Naþ a lot more in the selec-
tivity filter than in the vestibule; the black line and symbols
in Fig. 6 are very different. This means that the ability to
find space in the selectivity filter crowded with three perme-
ating ions and eight oxygens leads to large discrimination
between Naþ and Csþ. Put another way, in the densely
packed selectivity filter, Naþ having a much smaller volume
is a substantial advantage over Csþ, whereas in the less
crowded vestibule this is less so.

Overall, the same conclusions hold for all combinations
of different monovalent cations (data not shown). The larger

the size difference between these ions, the more the smaller
one is favored in the selectivity filter because it can find
space in the selectivity filter more easily, and not because
it screens the carboxyl groups of the channel protein better.
This preferential accumulation of small ions in the selec-
tivity filter is then reflected in the current because the selec-
tivity filter is the bottleneck for permeation. This makes
reproducing the experimental results in Fig. 2 significant,
because it requires the model to compute the correct propor-
tions of three species, something that has not been done by
other models (30).

The fact that RyR by and large selects monovalent cations
by size (27) is due to both this mechanism and RyR’s
apparent small dehydration/resolvation penalty for ions,
unlike the much narrower potassium channel. This probably
makes RyR relatively unique among selective ion channels,
since sodium, potassium, and other calcium channels tend
to be narrow compared to nonselective channels like
a-hemolysin. RyR is wide enough to conduct a large cur-
rent, but still narrow enough to have substantial Ca2þ selec-
tivity (albeit much weaker compared to the L-type calcium
channel).

In channels where ion dehydration/resolvation is impor-
tant, the selectivity sequence will not be smallest to largest.
Because it is significantly easier to strip waters off a large
ion than a small one, channels in which this is important
can have a selectivity sequence of largest to smallest. There-
fore, crowded channels are quite likely to have a range of
very different selectivity sequences because each will bal-
ance small ion selectivity based on finding space with the
penalty for ion dehydration in a different way. This was
recently explored in a study that showed that almost all
Eisenman selectivity sequences were possible, with the
addition of several new ones (74). RyR is then very useful
because it allows one to strip away the competing factor
of ion dehydration and understand the physics of a relatively
simpler system.

CONCLUSIONS

Experiments show that RyR can distinguish among many
kinds of monovalent cations by size. Here, we used a model
of RyR permeation and selectivity to understand why this
happens, and found that it occurs because the selectivity
filter has much of the lumen taken up by amino acid groups
from the protein and the smaller ions fit better. Other kinds
of calcium channels, as well as many other channel types,
can also distinguish between ions of the same charge but
different size. Therefore, this study may also help to illumi-
nate the physics of selectivity and permeation in those
channels.

D.G. was supported by NIH grant R01-AR054098 (Michael Fill, principal

investigator). G.M. was supported by NIH grants AR 018687 and HL

073051.
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Karyopherin-Centric Control of Nuclear Pores Based on Molecular
Occupancy and Kinetic Analysis of Multivalent Binding with FG
Nucleoporins

Larisa E. Kapinos, Rafael L. Schoch, Raphael S. Wagner, Kai D. Schleicher, and Roderick Y. H. Lim*
Biozentrum and the Swiss Nanoscience Institute, University of Basel, Basel, Switzerland

ABSTRACT Intrinsically disordered Phe-Gly nucleoporins (FG Nups) within nuclear pore complexes exert multivalent interac-
tions with transport receptors (Karyopherins (Kaps)) that orchestrate nucleocytoplasmic transport. Current FG-centric views
reason that selective Kap translocation is promoted by alterations in the barrier-like FG Nup conformations. However, the strong
binding of Kaps with the FG Nups due to avidity contradicts rapid Kap translocation in vivo. Here, using surface plasmon reso-
nance, we innovate ameans to correlate in situ mechanistic (molecular occupancy and conformational changes) with equilibrium
(binding affinity) and kinetic (multivalent binding kinetics) aspects of Karyopherinb1 (Kapb1) binding to four different FG Nups.
A general feature of the FxFG domains of Nup214, Nup62, and Nup153 is their capacity to extend and accommodate large
numbers of Kapb1 molecules at physiological Kapb1 concentrations. A notable exception is the GLFG domain of Nup98, which
forms a partially penetrable cohesive layer. Interestingly, we find that a slowly exchanging Kapb1 phase forms an integral
constituent within the FG Nups that coexists with a fast phase, which dominates transport kinetics due to limited binding with
the pre-occupied FG Nups at physiological Kapb1 concentrations. Altogether, our data reveal an emergent Kap-centric barrier
mechanism that may underlie mechanistic and kinetic control in the nuclear pore complex.

INTRODUCTION

Nuclear pore complexes (NPCs) perforate the nuclear enve-
lope that separates the nucleus and cytoplasm in eukaryotic
cells (1–3). Each NPC facilitates the continuous bidirec-
tional exchange of specific cargoes for maintaining cellular
order and function. Despite its putative ~50 nm diameter (2),
the upper limit for non-signal-mediated passive transport
through the NPC is ~40 kDa (4). Thus, small molecules
diffuse freely through the NPC, whereas macromole-
cules >~5 nm in size are withheld (5). Remarkably, soluble
transport receptors (6), such as the 97 kDa import receptor
karyopherinb1 (Kapb1), also known as importinb (7), gain
rapid and exclusive NPC access despite exceeding the pas-
sive limit. On this basis, nucleocytoplasmic transport is
orchestrated by Kaps that identify and shuttle signal-specific
cargoes from the complex biological milieu (sometimes
using Kapa/importina as an adaptor) through NPCs (8).
In the absence of Kaps, the exquisite selectivity of the
NPC is demonstrated in the rejection of even signal-specific
cargoes, which are smaller entities than entire Kap-cargo
complexes (9). Still, because the size of a legitimate Kap-
cargo complex far exceeds the passive transport limit, it is
generally accepted that a molecular gating mechanism alle-
viates spatial constraints and underlies NPC functionality
and transport control (10).

Located within the NPC interior are 11 distinct nucleo-
porins (Nups) that bear large numbers of phenylalanine-

glycine (FG)-repeat motifs (FG Nups) (11). Current
estimates indicate that a total of ~200 FG Nups circum-
scribe the entire central channel in multiples of eight from
the cytoplasmic periphery to the central plane to the distal
ring of the nuclear basket. The FG Nups are tethered to
the inner walls of the NPC by anchor domains from which
FG-rich domains emanate to occupy the aqueous space
within the central channel (12). The FG domains are large
intrinsically disordered polypeptides (13) that are funda-
mental to the NPC gating mechanism for two apparent
reasons: 1), the FG-repeat motifs exert binding interac-
tions with Kaps (7,14–16); and 2), their collective barrier-
forming properties exclude passive molecules (10). The
FG domains can be categorized by their FG-repeat motifs
(i.e., GLFG, FxFG, and FG) (17), hydrophobicity, and over-
all net charge (18–21). Solution biochemical analyses, as
well as in vivo studies, generally show that FxFG domains
exhibit noncohesive properties (17,22). As an example,
the surface-tethered FxFG domains of Nup153 and Nup62
form extensible brush-like layers that support this view
(23,24). On the other hand, GLFG domains are more cohe-
sive (17,22). Subsequent studies show that both FG-domain
types can cohere into macroscopic hydrogels under nonphy-
siological conditions (25–28).

Although it remains a formidable problem to visualize
FG-domain morphology inside the NPC, the contrasting
properties of the FG domains largely dominate the basis
of mechanistic FG-barrier-centric models. Given the notion
that a lack of binding implies NPC rejection, sufficient Kap-
FG binding is thought to cause a transient breach or opening
in the FG-domain barrier to make space for translocation to
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proceed. The selective phase model derives from the char-
acteristics of macroscopic FG hydrogels whereby the FG
domains form a sieve-like meshwork that only Kaps can
dissolve or melt through (25–28). The virtual gating/poly-
mer brush model is based on the brush-like behavior of
surface-tethered FG domains that entropically exclude
nonspecific cargoes (3,23,29) while promoting Kap access
by ‘reversibly collapsing’ (30). On this basis, it has been
postulated that Kap-cargo complexes diffuse on a hydropho-
bic FG-rich layer of permanently collapsed FG domains
that coat the NPC walls, also referred to as ‘reduction of
dimensionality’ (31,32). Finally the two-gate/forest model
describes how inter- and intra-FG-domain cohesion together
with other noncohesive regions might define a particular
barrier arrangement that demarcates distinct zones of traffic
through the NPC (17,21).

Further details regarding possible NPC-barrier entry
mechanisms are sparse. Each Kapb1 molecule consists of
~10 hydrophobic grooves on its outer HEAT-repeat surface
that can all potentially bind FG repeats (7,33,34). Given that
the number of FG repeats per FG domain also varies from
5 to ~50 in vertebrates, Kap-FG-domain binding involves
highly multivalent interactions (10), which are generally
known to impart a strong avidity that enhances stability
and specificity (35). However, this is paradoxical in the
context of the NPC (36), because the high submicromolar
Kapb1-FG-domain binding affinities (33,37,38) predict
slow off rates (given a diffusion-limited on rate) that contra-
dict the rapid (~5 ms) in vivo dwell time (39). As this
implies, Kap-FG binding ought to be sufficiently strong to
ensure selectivity but also weak enough to promote fast
translocation through the NPC. Nonetheless, an explanation
as to how Kap-FG binding kinetics is balanced against the
mechanistic control of the FG-domain barrier is still lacking.

In this work, we use surface plasmon resonance (SPR)
to compare and contrast Kapb1 binding to the FG do-
mains from different NPC sites: the cytoplasmic periphery
(Nup214) (40), the central channel (Nup62 and Nup98)
(41,42), and the nuclear basket (Nup153) (43). At high sur-
face densities, Nup214, Nup62, and Nup153 are able to
form extended molecular brushes, whereas a lack of exten-
sibility in Nup98 indicates that it forms a single cohesive
surface layer. We find that Nup214, Nup62, and Nup153
accommodate Kapb1 with a high molecular occupancy at
physiological concentrations (44) (i.e., 4–20 mM Kapb1).
In comparison, Nup98 is only partially penetrable to
Kapb1. Finally, we implement a kinetic analysis based on
the regularization method of Svitel et al. (45,46) that uses
singular value decomposition to extract the effective on
rates and off rates associated with heterogeneous multi-
valent binding. These results are complemented by equilib-
rium analyses, which reveal that Kapb1-FG-domain binding
is characterized by high- and low-affinity phases that vary
depending on Kapb1 occupancy within the FG-domain
layer. This suggests that a Kap-centric rather than an FG-

domain-centric barrier mechanism regulates transport selec-
tivity and speed through the NPC.

METHODS

Cloning and expression of recombinant proteins

Full-length human Kapb1 was cloned, expressed, and purified as described

previously (47). Protein purity was analyzed by 12% polyacrylamide gel

electrophoresis at 0.1% sodium dodecyl sulfate and Kapb1 concentration

was determined by measuring its absorption at 280 nm. The FG domains

of human cNup153, cNup98, and cNup62 were cloned, expressed, and

purified as described before (24,47). A construct containing the FG domain

of cNup214 in pETM-11 was kindly provided by B. Fahrenkrog. To allow

attachment of cNup214 to the Au surface, the first amino acid preceding the

fragment’s original sequence was mutated into cysteine by site-directed

mutagenesis using the primers

50-TTT CAG GGC GCC ATG TGT ATG AGT CCT GGC TTT

(primer 1)

and

30-AAA GTC CCG CGG TAC ACA TAC TCA GGA CCG AAA

(primer 2).

cNup214 was then expressed and purified as described (24). The final pu-

rity of the His6-tag-free FG domains was analyzed by 12% polyacrylamide

gel electrophoresis at 0.1% sodium dodecyl sulfate (Supporting Material).

Dynamic light-scattering measurements

The hydrodynamic radii of the purified proteins were measured by dynamic

light scattering (Zetasizer Nano, Malvern Instruments Ltd, Worcestershire,

United Kingdom), as previously described (24).

SPR measurements

All SPR measurements were performed at 25�C in phosphate-buffered

saline (PBS) at pH7.2 (GIBCO, Life Technologies, Carlsbad, CA) in a

four-flow-cell Biacore T100 instrument (GE Healthcare Life Sciences/

Biacore, Uppsala, Sweden) as described before (24).

Kinetic analysis of multivalent interactions

Binding data were analyzed using a model that calculates a discrete

distribution of kinetic states (kon,i, koff,i), as introduced by Svitel et al.

(46). For the interaction maps, we populated a set of 36 � 36 (kon,i, koff,i)

pairs and constructed kon and koff versus KD maps, where the color

intensity corresponds to the fractional abundance. The accompanying histo-

grams are summed over the respective axis values. Tikhonov-regularized

solutions were obtained using the Regularization Tools package by Per

Christian Hansen (48) and an active set method was applied to provide

nonnegativity (49). All calculations and visualizations were performed

using Matlab (MathWorks, Natick, MA). See the Supporting Material for

details.

RESULTS

SPR characterization of surface-tethered FG
domains

Fig. 1 superimposes the known FG-domain anchoring sites
of Nup214, Nup62, Nup98, and Nup153 at the cytoplasmic
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periphery, central channel, and distal ring, respectively,
on an outline of the NPC obtained from Xenopus laevis
oocytes (50). This accounts for their estimated copy
numbers based on the eightfold rotational symmetry of
the NPC (51,52), including the uncertainty in their relative
positions based on immunogold localization studies (40–
43), which is 5~15 nm in the NPC axis and 520 nm in
the radial axis. Needless to say, it remains difficult to
calculate exactly how closely spaced (i.e., axially and cir-
cumferentially) the FG domains are in the NPC (53), which
in part is the motivation for this work. Recent evidence
suggests that close packing is expected within the central
channel for Nup62 based on the presence of 128 copies
per NPC (52) (see Fig. 1). The cysteine-modified FG-
domain constructs used in this study are Nup214 (amino
acids (aa) 1809–2090; partial FxFG domain), Nup62
(aa 1–240; full-length FxFG domain), Nup98 (aa 1–498;
full-length GLFG domain), and Nup153 (aa 874–1475;
full-length FxFG domain); for details, see the Supporting
Material. For clarity, these are termed cNup214, cNup62,
cNup98, and cNup153, respectively. From dynamic light-
scattering analyses, their measured hydrodynamic radii
(rh) are 3.4 5 1.5 nm (cNup214), 3.7 5 1.7 nm
(cNup62), 5.6 5 1.6 nm (cNup98), and 5.1 5 3.2 nm
(cNup153).

Briefly, our SPR experiments use bovine serum albumin
(BSA) molecules, which act as inert noninteracting probes
that naturally feel the intrinsic exclusion volume of the FG
domains (i.e., their thickness) (Fig. 2 A). A comprehensive
description of the method and related calculations can
be found in studies by Schoch and colleagues (24,54). A
first BSA injection provides the initial FG-domain-layer
thickness (dcNup; Fig. 2 B), using the expression

dcNup ¼ ld
2
ln

�
Rref

RBSA

mBSA

mref

�
þ dref ; (1)

where ld ¼ 350 nm is the characteristic evanescent field
decay length; RBSA is the BSA-SPR response from the
FG-domain measurement cell, where mBSA is a calibration
constant; Rref is the BSA-SPR response for a reference
cell (not shown), where mref is a calibration constant; and
dref ¼ 2 nm is the thickness of a 1-mercapto-11-undecylte-
tra(ethyleneglycol) (i.e., HS-(CH2)11-(OCH2CH2)3-OH)
passivating layer in the reference cell. To calculate the in-
ter-FG-domain grafting distance from the SPR response
(RcNup), the expression (24)

gcNup ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1300 � MW � 1021

NA � RcNup

s
(2)

is applied, where MW is the molecular weight of the FG
domain and NA is Avogadro’s constant. In this manner, we
are able to determine how the grafting distance between
FG domains (gcNup) affects dcNup.

FIGURE 1 Surface-tethered FG domains within the NPC. Estimated FG-

domain copy numbers are shown with their known anchoring sites within

the NPC central channel, as determined from Xenopus laevis oocytes. Error

bars denote the uncertainty in their exact locations. Scale bar, 10 nm. To see

this figure in color, go online.

FIGURE 2 SPR methodology and measured parameters. (A) A typical

experimental sequence starts with the surface tethering of the FG domains

followed by titrations of increasing Kapb1 concentrations. Triple BSA in-

jections (*) are used to determine FG-domain layer thickness before (dcNup)

and after (dcNup$Kap) each Kapb1 injection. An increase in RU corresponds

to increased Kapb1-FG-domain binding, as depicted. A terminal NaOH

regeneration step ensures that Kapb1 is biochemically bound to the FG do-

mains. (B) Zoom-in of the dotted box in A. RcNup corresponds to the surface-

tethered FG domains and is used to calculate the inter-FG-domain grafting

distance (gcNup). dcNup is calculated from the BSA response (RBSA). (C)

Zoom-in of the dashed box in A. Req corresponds to the Kapb1-FG-domain

binding equilibrium at each respective Kapb1 concentration. RKap is used to

extract the next-neighbor distance of bound Kapb1 molecules (gKap) before

the BSA injections (RBSA), which is then correlated to dcNup$Kap. To see this

figure in color, go online.
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Once dcNup and gcNup are established, subsequent BSA
injections are used to monitor in situ changes in the layer
thickness as caused by Kapb1-FG binding interactions
at increasing Kapb1 concentrations. This is defined as
dcNup,Kap and follows directly from Eq. 1 (replacing dcNup)
by measuring RBSA after each consecutive Kapb1 injection
(Fig. 2 C). Likewise, the average distance between bound
Kapb1 molecules, gKap, at each respective Kapb1 concen-
tration can be obtained using Eq. 2 (substituting RKap for
RcNup).

Conformational characterization of surface-
tethered FG domains

Fig. 3 summarizes the dependence of dcNup on gcNup. A gen-
eral feature of all four FG domains is that their layer thick-
nesses increase as gcNup decreases. For brevity, our analysis
considers two regimes: 1), close-packed, where gcNup < rh;
and 2), sparse, where gcNup> rh. In the close-packed regime,
the FG domains have a tendency to form extended molecu-
lar brushes that obey the scaling behavior of polyelectrolytic
intrinsically disordered proteins (55). By definition, brush
formation occurs when surface-tethered polymeric chains
stretch away from their anchoring sites due to lateral crowd-
ing. This does not preclude the existence of intra- or inter-
FG-domain interactions, which depend on the intrinsic
physicochemical properties of each FG domain (e.g., hydro-
phobicity and charge; see Table S1 in the Supporting
Material). At their smallest obtainable grafting distances,
the noncohesive FxFG domains of cNup214, cNup62, and

cNup153 form molecular brushes which reach maximal
thicknesses of dcNup ~ 20 nm in the close-packed regime.
In contrast, cNup98 exhibits a limited extension in the
close-packed regime despite its relatively large amino acid
composition (498 aa) and rh, which comes closest to that
of cNup153 (602 aa). Yet cNup98 exhibits a maximum
thickness of ~11 nm when gcNup ¼ 4 nm, which is approx-
imately half the thickness of cNup153 at the same grafting
distance. This indicates that cNup98 is inherently more
compact and cohesive compared to the other FxFG domains
(22,28).

Molecular occupancy of Kapb1 bound within
close-packed FG-domain layers

Subsequent changes in close-packed FG-domain thickness
due to Kapb1 binding (dcNup$Kap) can be correlated to the
relative arrangement of Kapb1 molecules bound within
the layer (Supporting Material). This was monitored by
titrating Kapb1 in the sequence 0.1, 0.5, 1.0, 10, 20, 30,
40, 62.5, and 125 nM, and 0.25, 0.5, 1, 2, 4, 6 to
13.6 mM. Fig. 4 summarizes the Kapb1-binding response
across all experiments for each close-packed FG domain
(5–10 experiments per FG domain), which we describe in
three ways. First, the relative change in layer thickness
(DdcNup$Kap/dcNup) is shown as a function of surface density
of bound Kapb1 (rKapb1), which is related to the number of
Kapb1 layers formed (Fig. 4 A). This relation is given as
2200 RU or 1000 Da/nm2, based on the amount of material
that corresponds to the equivalent of one (net) Kapb1 layer
(24). Second, the change in the total protein mass density
within the layer (Dntotal in Da/nm3, which accounts for
both Kapb1 and the FG-domain mass per unit volume) is
plotted as a function of DdcNup$Kap/dcNup (Fig. 4 B) (see
the Supporting Material). Based on this plot, three different
conformational responses can be distinguished: compaction
(I), where Dntotal is positive and DdcNup$Kap/dcNup is
negative; compact extension (II), where Dntotal and
DdcNup$Kap/dcNup are positive; and porous extension (III),
where Dntotal is negative and DdcNup$Kap/dcNup is positive
(i.e., the layer becomes more porous). Third, the representa-
tive level of molecular occupancy of Kapb1 that is reached
is illustrated within each close-packed FG-domain layer at
the highest applied Kapb1 concentrations (Fig. 4 C).

Overall, each FG domain exhibits its own characteristic
response upon binding Kapb1. cNup214 almost doubles
its initial thickness value (DdcNup214$Kap/dcNup214 ¼ 0.8) at
the point where one Kapb1 layer is bound. From here,
Kapb1 occupancy increases up to 2.5 layers (at maximum
titration) without any further increase in thickness. We
find from Dntotal that cNup214 reaches a maximum porous
extension after initial Kapb1 binding followed by a filling
of the layer as subsequent Kapb1 molecules bind. In com-
parison, cNup62 collapses into a more compact layer upon
initial Kapb1 binding, as indicated by the decrease in

FIGURE 3 Dependence of layer thickness (dcNup) on FG-domain grafting

distance (gcNup) for cNup214, cNup62, cNup98, and cNup153. Color-coded

dashed vertical lines labeled by their respective symbols correspond to the

measured hydrodynamic radii (rh) of the FG domains (see Methods). To see

this figure in color, go online.
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DdcNup62$Kap/dcNup62 with increasing Dntotal. This is fol-
lowed by a recovery phase and a compact extension that
accommodates a maximum of two Kapb1 layers (24). In a
similar way, cNup153 first undergoes a reversible collapse
transition (30) (Kapb1 < 60 nM) before exhibiting compact
extension at higher Kapb1 concentrations. Indeed, this rea-
ches 1.75dcNup153 (~35 nm), which accommodates up to five
Kapb1 layers at 13.6 mM Kapb1.

Interestingly, cNup98 undergoes a compaction at very
low Kapb1 concentrations (<30 nM) followed by a small
increase in thickness, incorporating less than one Kapb1
layer at physiological Kapb1 concentration. Given that
dcNup98$Kap reaches a maximum of 14 nm and that Kapb1
can be approximated as a sphere with a diameter of
9.9 nm (24), the decrease in Dntotal likely results from a par-
tial (i.e., incomplete) penetration of Kapb1 into the compact
cNup98 layer, which cannot extend further due to intrinsic
cohesion. Based on the above analysis, the differing exten-
sibilities upon Kapb1 binding of each close-packed FG

domain are given as cNup214 > cNup153 > cNup62 >
cNup98.

Molecular occupancy of Kapb1 bound to sparse
FG-domain layers

The thickness of a sparse FG-domain layer is underesti-
mated due to an interdigitation or penetration by BSA
molecules into the gaps or spaces between individual
FG-domain mushrooms. Instead, we compare gcNup to
gKap, which shows that the maximal Kapb1 occupancy
does not exceed one Kapb1 bound per FG-domain molecule
(Supporting Material).

Kapb1 binding avidity depends on FG-domain
surface density

In terms of Kapb1-FG-domain binding equilibrium, the re-
sults of Langmuir isotherm analyses vary widely, depending

FIGURE 4 Different close-packed FG domains respond to Kapb1-binding differently. (A) Relative changes in FG-domain layer thickness (DdcNup$Kap/

dcNup) plotted as a function of Kapb1 surface density (rKapb1) for cNup214, cNup62, cNup98, and cNup153. rKapb1 ¼ 1000 Da/nm2 for a single Kapb1 layer.

The data account for the full range of Kapb1 injections (0–13.6 mM) except in the case of cNup153, where data for the full range of injections are shown in the

inset. (B) Corresponding changes in total protein density (Kapb1 and FG domains; Dntotal) plotted as a function of DdcNup$Kap/dcNup. The three characteristic

responses are compaction (I), compact extension (II), and porous extension (III). See text for details. (C) Sketch of Kapb1 occupancy within each FG-domain

layer before BSA injection (dark green) and at equilibrium in the presence of physiological Kapb1 concentration (light and dark green). Values dcNup and

dcNup$Kap highlight the change in thickness before and after Kapb1 binding. Note that the dark and light shaded areas in A and B correspond to 1 and 2 stan-

dard deviations (SD), respectively. To see this figure in color, go online.
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on FG-domain surface density (Fig. 5 A). The resulting
equilibrium dissociation constants (KD) (Fig. 5 B) show
that Kapb1 binds moderately at ~1 mM KD for all FG
domains in a sparse configuration where a single isolated
FG-domain molecule effectively binds one Kapb1 mole-
cule (see previous section). In comparison, the experi-
mental Kapb1 binding data obtained in the close-packed
FG-domain regime requires a two-component Langmuir
isotherm fit (Supporting Material). Here, a high-affinity spe-
cies (KD ~ 100 nM to 1 mM) represents tight Kapb1 binding
given the high FG-repeat density in each close-packed FG-
domain layer. The increase in Kapb1 occupancy at higher
concentrations leads to a reduction of free FG repeats within
the layer, which results in a second, low-affinity species (KD

~ 10 mM). It is important to note that this increase in KD

represents a general hallmark of binding avidity that reflects
a reduction of multivalent interactions when a close-packed
FG-domain layer becomes saturated with Kapb1. At that
stage, fewer FG repeats are available, and subsequent
Kapb1 binding becomes weak as avidity is diminished.

Kinetic analysis of multivalent Kapb1 binding to
close-packed FG domains

To obtain a parsimonious distribution of kinetic constants,
we applied the analysis introduced by Svitel et al. (45,46),
which uses a two-dimensional distribution of association
and dissociation rate constants (kon,i, koff,i) to describe
Kapb1-FG-domain binding as a superposition of pseudo-
first-order reactions (Supporting Material). Briefly, this
circumvents difficulties associated with analyzing hetero-
geneous interfacial interactions that are often encountered
in multivalent systems (56–58). In the context of this study,
Kapb1 binding depends on the FG-domain surface density
and the number of Kapb1 molecules already bound. Here,
kon describes how quickly a Kapb1 molecule locates and
binds to FG repeats within an FG-domain layer, whereas
koff correlates to Kapb1-FG-domain binding strength and
stability. Rather than modeling the binding of Kapb1 to
individual FG repeats, the analysis (Fig. 6 A) considers a
two-dimensional lattice containing 10 � 10 nm2 surface
sites (given the 10 nm size of Kapb1 (24)). Each surface
site is sticky (in analogy to containing FG domains), and
allows for analyte (Kapb1) molecules to bind, as kinetically
modeled by

Lþ As%
kon;i

koff ;i
LA1þ As%

kon;i

koff ;i
LA2þ As%

kon;i

koff ;i
.%

kon;i

koff ;i
LAn;

(3)

where L denotes the empty surface sites, As is the analyte
concentration in solution, and LA1 to LAn correspond to sur-
face sites where n represents the number of analytes that can
bind per surface site. Here, we define n ¼ 3, 3, 1, and 3 for

FIGURE 5 Equilibrium analysis of Kapb1-FG-domain binding. (A)

Dependence of Kapb1-FG-domain equilibrium binding response (Req)

on the bulk Kapb1 concentration for cNup214, cNup62, cNup98, and

cNup153 in the close-packed (gcNup < rh) and sparse (gcNup > 2rh) regimes.

Solid lines represent a two-component Langmuir isotherm fit in the close-

packed regime and a one-component Langmuir isotherm fit in the sparse

regime. The shaded area corresponds to 1 SD in both cases. (B) Equilibrium

dissociation constants (KD) obtained from A in the close-packed and sparse

regimes. Box plots show the median and first and third quartiles (values >6

SD are considered to be outliers and are not shown). To see this figure in

color, go online.
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cNup214, cNup62, cNup98, and cNup153, respectively.
This imposes a sequential binding constraint that mimics
the multilayered Kapb1-FG-domain binding characteristics
observed experimentally (Fig. 4).

Fitting the SPR sensograms by this method (Fig. 6 B) pro-
vides a constellation of kon and koff values in the interaction
maps shown for each FG domain (Fig. 7, A–D). Distribution
analysis reveals distinct populations of kon and koff that can
be grouped into slow (low koff) and fast (high koff) kinetic
phases irrespective of the FG domain (Fig. 7 E). The slow
phase is manifested as a band with intense peaks for koff <
10�3 s�1 and kon < 106 M�1 s�1, whereas the fast phase has
a speckled distribution around koff ~ 100 s�1 and kon ~ 106

M�1 s�1 and a lower overall population, as seen from the
accompanying histograms. This fast phase accounts for
~10% of bound Kapb1 molecules that exhibit a quick disso-
ciation, as is found from the SPR sensograms (Supporting
Material). An interesting feature of the slow phase for all
FG domains is the occurrence of two to three peaks in kon
that decrease from ~105 M�1 s�1 at low KD (i.e., high affin-
ity) to ~101 M�1 s�1 at high KD (i.e., low affinity). This
likely denotes the transition from a moderate rate of pene-
tration to a largely vacant FG-domain layer at low Kapb1
concentrations, to a slower rate of entry at higher concentra-
tions due to a reduction of accessible binding sites within
the layer and to other effects, such as layer extension and
steric hindrance caused by increasing Kapb1 occupancy.
A slow release then follows in both cases once a stable com-
plex is formed due to binding avidity. It is important to point
out that this is accompanied by the emergence of the fast
phase, which becomes more prominent at higher Kapb1
concentrations (i.e., high KD) and can be correlated to
limited binding at the periphery of the FG-domain layer
due to the onset of saturation inside it.

Interestingly, we find that kon and koff provide a broad
range of KD values. The maxima in the distributions as
seen from the histograms on the top of each map correlate
well with KD1 ~ 100 nM from equilibrium analysis
(Fig. 5 B). In addition, we find high KD distributions with
peaks at ~1 mM, 3.4 mM, 8.5 mM, and 2.3 mM for
cNup214, cNup62, cNup98, and Nup153, respectively.
Nevertheless, we note that the observed high KD values
have contributions from both slow and fast binding species

FIGURE 6 Kinetic analysis of Kapb1-FG-domain binding. (A) Sche-

matic representation of FG-domain layer occupancy for n ¼ 1, 2, 3. The

model considers a two-dimensional lattice of 10 � 10 nm2 binding sites

(based on the size of Kapb1). L denotes the empty surface sites (i.e., con-

taining FG domains) and LAn corresponds to the number (n) of analyte

molecules bound per surface site. (B) Representative fits (gray) to SPR sen-

sograms (black) for Kapb1 binding to close-packed cNup214, cNup62,

cNup98, and cNup153. The residuals of the fits are included below

the curves. Neglecting the SPR signals from BSA injections, the RMSD

values (bold residuals) are 0.13 (cNup214) > 0.094 (cNup153) > 0.063

(cNup62) > 0.026 (cNup98) (in terms of bound Kapb1 layers). Note that

fitting errors may arise from structural changes that occur in the FG-domain

layer as Kapb1 binding progresses (e.g., layer extension). To see this figure

in color, go online.
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with short or long half-lives, respectively (defined from koff).
Yet, in kinetic terms, the vast Kapb1 majority that interacts
with an already saturated FG-domain layer is in the fast

phase. This is because they bind and unbind in a dynamic
fashion with much higher attempt frequencies. Here, the
fraction of interactions that lead into the slow phase can

FIGURE 7 (A–D) Kinetic maps for Kapb1 binding to close-packed cNup214 (A), cNup62 (B), cNup98 (C), and cNup153 (D). Each interaction map is

averaged over four sensograms for each FG domain. The color intensity indicates the fractional abundance of a kinetic state. The histograms above and

to the right of each map sum over all values in a given axis. (E) State diagrams separating slow (dark; low koff) and fast (light; high koff) kinetic phases

of Kapb1 binding. Moderate to fast kon into a largely vacant FG-domain layer and slow koff due to stable multivalent interactions results in high-affinity

binding (*). Two low-affinity phases emerge due to FG-domain layer saturation, a fast phase, characterized by high (koff, kon) pairs due to limited binding

at the layer periphery (:), and a slow phase characterized by low (koff, kon) pairs due to slow penetration into a preoccupied layer (B). To see this figure in

color, go online.
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be estimated from kon(slow)/kon(fast) (i.e., 10
1/106), which

corresponds to 0.001% at high Kapb1 concentrations. To
state this more clearly, the existence of the slow phase is
not diminished at the highest Kapb1 concentrations, nor is
the existence of the fast phase diminished at low Kapb1 con-
centrations. It is just that at high concentrations, the slow
phase becomes less accessible due to hindered penetration
into a saturated layer, which on the other hand enhances
the fast phase.

Kinetic analysis of multivalent Kapb1 binding to
sparse FG domains

The KD distribution in the sparse FG-domain regime is nar-
row, in agreement with equilibrium Langmuir isotherm
analysis (Fig. 5 B). Here, the fast phase is still present but
is reduced in population, i.e., a lower fraction of complexes
with high koff R 0.001 is observed. It is also striking that the
slow kon phase is well defined, with a single dominant peak
of similar magnitude to that of saturated close-packed
FG-domain layers, i.e., 101–103 M�1 s�1. Nonetheless, the
reduction in kon that is correlated to the level of Kapb1
occupancy in the close-packed regime does not feature in
the sparse regime (Supporting Material).

DISCUSSION

Relevance of FG-domain Kapb1 occupancy for
the NPC

The following principles generally apply to FG-centric
barrier models. First, FG-domain behavior must exhibit
barrier-like functionality. Second, sufficiently strong Kap-
FG interactions are required to ensure NPC transport selec-
tivity, because insufficient binding implies barrier rejection.
Third, Kap-FG interactions cause conformational FG-
domain changes (e.g., by ‘reversibly collapsing’ or ‘rapidly
dissolving’) to alleviate spatial constraints imposed by
the barrier. Fourth, and paradoxically, high Kap mobility
follows from strong binding.

With the exception of cNup98, a key finding here is the
high molecular occupancy of Kapb1 in the FxFG domains
of cNup214, cNup62, and cNup153 at physiological con-
centrations of Kapb1. Indeed, this has been observed
in cells where ~100 Kapb1 molecules populate the NPC
at steady state (44,59). By accounting for Kapb1 at physio-
logical concentrations, we find that most of the bound
Kapb1 molecules penetrate and occupy the FG-domain
layers due to Kapb1-FG binding avidity. The low KD values
(i.e., ~100 nM) in combination with slow unbinding kinetics
(koff< 10�3 s�1 or, in terms of half-lives,>693 s) reflect that
Kapb1 forms stable multivalent complexes inside the FG-
domain layer at steady state. Although such strong binding
might ensure biochemical selectivity, it cannot account for
the rapid ~5 ms NPC translocation times (39). Hence, this

predicts that only a slow transport phase would proceed
through a close-packed FG-domain barrier if it were to
span the entire NPC (e.g., meshwork). This is because equal
numbers of FG repeats would be accessible to bind individ-
ual Kapb1 molecules given their homogenous distribution
in the NPC channel.

How then might Kaps proceed? Our results reveal that a
low-affinity fraction of Kapb1 (KD T 1 mM) dominates at
physiological concentrations once an FG-domain layer is
saturated and pre-occupied with Kapb1. This low-affinity
species experiences hindered penetration due to increased
steric effects arising from FG-domain layer extension and
saturation to promote a fast phase with limited access to
FG repeats at the layer periphery. Our kinetic analysis shows
that over time only an estimated 0.001% of the total interac-
tions would lead to the slow phase at physiological concen-
trations. Thus, in the scenario of a pre-occupied NPC, most
Kapb1 molecules entering the central channel would remain
in the fast phase. Meanwhile, cNup98 is able to promote fast
transport because its intralayer cohesion makes it the least
penetrable to Kapb1. Indeed, a similar situation can be ex-
pected if nonspecific proteins from cell lysate are able to
bind and occupy the FG domains (36). In accordance with
theory (60), our findings show that optimal Kap-FG-domain
interaction strength can be tuned by saturating the FG do-
mains with Kapb1. With their fast off rates (koff ~ 1 s�1)
and short half-lives (<100 ms), these species would domi-
nate fast transport through the NPC at physiological Kap
concentrations. Nevertheless, this would require an unob-
structed path to support transport by the fast phase, such as
a single central channel that would be surrounded by the
peripheries of Kap-occupied FG-domain layers, as recently
shown by single-molecule fluorescence detection (61,62).

Model of Kap-centric NPC control

A major consequence of our findings is that at physiological
concentrations, the tightly bound slow-phase Kapb1 mole-
cules likely form an essential barrier component of the
NPC that acts against nonspecific cargoes. This represents
a shift in paradigm with respect to FG-centric barrier models
(e.g., brush, meshwork) because it highlights the role of
interacting FG domains and Kaps rather than FG domains
alone. We find that the FG domains appear to act as a flex-
ible velcro-like scaffold that can extend and contract with
increasing or decreasing Kap occupancy, as illustrated by
the ability of infiltrating nanoparticles to control molecular
brush morphology (63). In addition, we predict that Kap
occupancy dictates NPC barrier conformation, transport
selectivity, and speed in the NPC.

Such a Kap-centric barrier model is shown in Fig. 8. At
physiological concentration, the NPC mechanism consists
of a majority of slow-phase Kapb1 molecules that are incor-
porated within extended FxFG domains that line the central
channel toward the NPC periphery, with the exception
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of Nup98 (i.e., GLFG), which forms a cohesive annular ring
around the central plane. Together, the Kaps and the
engorged FG domains surround a narrow aqueous channel
along the NPC axis that enforces the passive size limit while
remaining selective to fast-phase Kapb1 molecules that bind
weakly enough to diffuse along peripheral regions of the FG
domains, e.g., by a reduction of dimensionality (31,32). Any
perturbation that reduces Kapb1 occupancy would lead to
a retraction of the barrier and a decrease in selectivity
(i.e., the pore would become more leaky) because of a
widening of the aqueous channel. This leads to a slow-
down of subsequent Kapb1 transport given the increase of
free FG repeats. We remark, however, that this repopulation
of the NPC by slow Kapb1 species provides a feedback
mechanism that reinstates Kap occupancy, self-heals FG-
domain conformation (24), and thereafter normalizes trans-
port selectivity and speed control. This may explain how the
mechanistic (occupancy) and kinetic (FG-repeat availabil-
ity) characteristics of the barrier are balanced to accom-
modate local perturbations in the NPC (i.e., higher Kapb1
occupancy 0 higher selectivity/less leaky, fast Kapb1
transport, and lower Kapb1 occupancy 0 lower selec-
tivity/more leaky, slow Kapb1 transport).

It is important to note that the molecular view we propose
directly agrees with the preferential binding of Kapb1 along
the NPC walls due to FG-domain binding and may further
embody the interactions that underlie the NPC transport
pathway as a ‘self-regulated viscous channel’ (61,62).

Further validations can be found from the inverse corre-
lation between (decreasing) Kapb1 interaction time and
(increasing) import efficiency with increasing Kapb1 con-
centrations where efficient nuclear transport commences
only at sufficiently high Kapb1 concentrations (>1.5 mM)
(64). Our work also predicts that a continuum of different
transport rates can exist depending on local NPC Kap con-
centrations. This scenario explains why the NPC cannot
be devoid of Kaps, because any Kap that encounters an
FG-domain-only barrier would suffer from high FG-binding
avidity and slow down. A final provocative consequence of
a Kap-centric barrier mechanism is that a reduction of Kaps
rather than FG domains (65) would result in NPC leakiness.
As a case in point, an increased presence of Kaps seems
to tighten barrier functionality in both FG-domain gels
(26) and artificial NPCs (66).

Relevance of surface-tethered FG domains

In contrast to the in-solution behavior of nontethered FG
domains, the NPC interior presents many closely tethered
FG domains that display collective functional characteris-
tics in vivo (67). Our work indicates that FG-domain sur-
face tethering is an essential contextual consideration for
the NPC, because it defines the pore boundary, establishes
FG-domain orientation with respect to an interface, and en-
forces a limit on Kap occupancy (and how far FG domains
can extend). As shown, Kapb1 binding avidity depends

FIGURE 8 Kap-centric control in NPCs. Kapb1 is an integral constituent of the NPC at physiological steady-state conditions. Selective barrier function-

ality against nonspecific cargoes is provided by slow-phase Kapb1 molecules (dark green) that saturate and engorge peripheral FG domains (e.g., Nup214

and Nup153). Fast-phase Kapb1 molecules (light green) promote fast transport through a narrow central channel (e.g., Nup62) due to the limited availability

of FG repeats. Nup98 coheres into a narrow annular ring or bottleneck at the central plane of the NPC. Kapb1 reduction leads to barrier contraction and a

decrease in selectivity because of a widening of the aqueous channel. The availability of free FG repeats slows down the transport of Kapb1 molecules, which

eventually repopulate the FG domains to reinstate normal Kap occupancy and, thereafter, selectivity and speed control. NPCs devoid of Kapb1 are likely

unphysiological. To see this figure in color, go online.
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on FG-domain surface density as would be defined by 1),
FG-domain copy numbers (51), 2), FG-domain tethering
sites within the central NPC channel (1), and 3), the
corresponding distances between neighboring tethering
sites (i.e., FG-domain surface density). In the close-packed
regime, all the FxFG domains studied here (cNup214,
cNup62, and cNup153) exhibit molecular brush behavior
and have a large capacity to incorporate up to two layers
or more of Kapb1 molecules at physiological Kapb1 con-
centrations, albeit with varying degrees of extensibility.

On the other hand, cNup98 forms a short compact GLFG
domain layer that is only partially penetrable to Kapb1. This
suggests that the close-packed, surface-tethered form of
cNup98 may cohere more strongly than pure Nup98 hydro-
gels, where Kapb1 penetrated a depth of a few micrometers
(28). Further functional correlations are difficult to estab-
lish, because a hydrogel can be comprised of fibrous mesh-
works and sub-micrometer-sized porous channels with
unique morphological and sieving properties (68).

CONCLUSIONS

To our knowledge, these findings provide novel evidence for
a paradigm where Kaps serve as integral, possibly regulato-
ry constituents of the NPC by balancing mechanistic with
kinetic control over the NPC barrier mechanism. This is
consistent with the observation that NPCs are not devoid
of Kaps at physiological concentrations. Here, the role of
multivalency is twofold: it allows for a slow phase of
Kapb1 to penetrate and drive the extension of FG domains
(i.e., the barrier) due to high binding avidity followed by a
fast transient phase of Kapb1 that proceeds with reduced
avidity along the peripheral regions of the FG domains.
As such, a provocative ramification is that the effectiveness
of the NPC barrier changes with local Kap concentration.
Nevertheless, it is unclear how the effect of confinement
within a cylindrical geometry will influence the observed
effects. Therefore, it will be important to test for Kap-
centric control in NPCs and biomimetic nanopores (47,66)
in the presence of different Kaps, cargoes, and nuclear
transport factors (e.g., RanGTP).

SUPPORTING MATERIAL

One table and seven figures are available at http://www.biophysj.org/

biophysj/supplemental/S0006-3495(14)00227-6.
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ABSTRACT There is a growing interest in understanding the properties of intrinsically disordered proteins (IDPs); however, the
characterization of these states remains an open challenge. IDPs appear to have functional roles that diverge from those of
folded proteins and revolve around their ability to act as hubs for protein-protein interactions. To gain a better understanding
of the modes of binding of IDPs, we combined statistical mechanics, calorimetry, and NMR spectroscopy to investigate the
recognition and binding of a fragment from the disordered protein Gab2 by the growth factor receptor-bound protein 2
(Grb2), a key interaction for normal cell signaling and cancer development. Structural ensemble refinement by NMR chemical
shifts, thermodynamics measurements, and analysis of point mutations indicated that the population of preexisting bound con-
formations in the free-state ensemble of Gab2 is an essential determinant for recognition and binding by Grb2. A key role was
found for transient polyproline II (PPII) structures and extended conformations. Our findings are likely to have very general im-
plications for the biological behavior of IDPs in light of the evidence that a large fraction of these proteins possess a specific
propensity to form PPII and to adopt conformations that are more extended than the typical random-coil states.

INTRODUCTION

Protein-protein interactions (PPint) regulate a large number
of biomolecular processes. It is becoming increasingly
evident that to achieve a comprehensive understanding
of partner recognition and binding affinity in PPint, in
addition to the structures of the macromolecular com-
plexes, it is necessary to characterize in detail the confor-
mations that proteins and peptides adopt before binding
(1). Dynamical behavior is indeed a key modulator of the
energetics of macromolecular interactions. Biomolecular
structural fluctuations of backbone and side chain atoms
are finely tuned to allow processes such as partner selection
(2), allosteric modulation (3), and cellular signaling (4–8).
Structural dynamics are particularly relevant in weak
bindings and in molecular interactions that involve intrinsi-
cally disordered proteins (IDPs) (9–11). It is now clear
that disordered protein states are highly abundant in all
living organisms and have biological activities that can
be distinct from those of folded proteins (12–15). In this
context, understanding the mechanisms by which IDPs
recognize and interact with their partners remains a major
challenge. This task requires a structural characterization
based on probability distributions to account for the
conformational heterogeneity of IDPs rather than single
structures.

Efforts to define a relationship among the local dynamics,
residual structure, and binding properties of IDPs are
hampered by the intrinsic limits of standard experimental
techniques. High-resolution structural techniques such as

x-ray crystallography are able to indirectly imply structural
disorder, but they cannot quantitatively characterize tran-
sient structural states and populations adopted in IDP
ensembles. Such information can be partially obtained
from single-molecule experiments (16), but at a signifi-
cantly lower resolution than atomic details. Recent
advances in biomolecular NMR have enabled new ap-
proaches to probe the conformational preferences of disor-
dered protein states (17–21). These methods provide new
opportunities to characterize transient structures and their
populations in the conformational ensembles of IDPs,
with significant accuracy (22–24). This study illustrates
the latter point very clearly by addressing the solution
properties of a disordered protein fragment and by defining
their relationship with the thermodynamic affinity for a
binding partner. We obtained this result by measuring
backbone chemical shifts (CSs) and employing the resulting
data to study transient secondary-structure populations. To
that end, we used the d2D method (22,25) and backbone
dynamics (using the random coil index (RCI)) (26), as
well as ensemble-averaged restrained molecular-dynamics
(MD) simulations with full representation of all protein
and solvent atoms. Using this approach, we characterized
the conformational determinants of complex formation be-
tween the growth factor receptor-bound protein 2 (Grb2)
and the disordered protein Grb2-associated binder 2
(Gab2) (27–31).

Grb2 is a 25 kDa adaptor protein that is involved in signal
transduction and cell communication, and is composed of an
SH2 domain flanked by N- and C-terminal SH3 domains.
Gab proteins belong to a family of large multisite docking
(LMD) proteins that play scaffolding roles in the assembly
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of large multimolecular complexes (32–34). These proteins
are often implicated in signal integration and serve as
processing platforms for several signaling pathways. We
focused on Gab2, a largely intrinsically disordered protein
of ~74 kDa with a folded N-terminal PH domain whose
interaction with Grb2 has been implicated in normal cell
signaling (35) and cancer development (27). Peptide arrays
showed two binding sites in Gab2 (Gab2a and Gab2b) inter-
acting with the C-terminal domain of Grb2 (Grb2 SH3C).
Both epitopes host an RxxK motif, which is essential for
Grb2 SH3C binding, with the highest affinity found in the
Gab2b motif (27).

We employed the fragment 503–524ofGab2 (Gab2503-524),
i.e., spanning the Gab2b motif, to characterize the binding
affinity for the SH3C domain of Grb2, which occurs with a
low micromolar affinity (Table 1). Our NMR CS analyses
showed that Gab2503-524 is mainly disordered in solution,
which is in agreement with the conformational properties
adopted in the full-length Gab2 sequence (36), but adopts
some residual structure of extended b and polyproline
type II (PPII) character. Structural ensemble refinement,
isothermal titration calorimetry (ITC), and analysis of the ef-
fects of point mutations revealed that the population of preex-
isting bound conformations in the free-state ensemble is an
essential factor in the recognition and binding of Gab2b by
Grb2 SH3C. Transient PPII segments were shown to play a
key role in the affinity of this PPint. This structural motif is
a well-known recognition element for SH3 domains and has
been implicated in the interaction properties of IDPs. The
data presented here therefore address the molecular determi-
nants of binding modes in IDPs and show how a description
of their structural propensities as probability distributions
derived from the information contained in NMR data can
lead to a thoroughunderstandingof their biological properties.

MATERIALS AND METHODS

Peptide synthesis and purification

Peptides spanning the wild-type (WT) sequence (SRGSEIQPP

PVNRNLKPDRKAK) of Gab2503-524 or point mutations (see Table 1)

were produced by 9-fluorenylmethoxycarbonyl (Fmoc) solid-phase peptide

synthesis (37) using a Respep SL tabletop peptide synthesizer (Intavis Bio-

analytical Instruments, Koeln, Germany). Briefly, amino acids with amines

protected by Fmoc groups were coupled via their carboxyl groups to the

amino groups of a growing chain starting with an Fmoc-lysine Wang resin

(two wells, each containing 20 mmol). Before each round of coupling, the

unreacted amino acids were washed out and the N-terminus was depro-

tected with piperidine/dimethylformamide. After the final deprotection

step, the resins were removed from the synthesizer and the peptides were

cleaved off with trifluoroacetic acid (TFA) in a sealed syringe.

TFA cleavage products were precipitated with ice-cold tert-butyl methyl

ether (TBME) and centrifuged three times, with replacement of the super-

natant with fresh TBME at 6000 � g for 10 min to wash away the TFA.

These pellets were then desiccated overnight and redissolved in 4 ml of a

12.5% methanol/water solution. Then 20 ml of these solutions was analyzed

by electrospray ionization (ESI) coupled with liquid chromatography/mass

spectrometry (LC-MS) on a system comprised of a Waters (Waters,

Milford, MA) 515 HPLC pump, a Waters Micromass ZQ MS detector, a

Waters 600 controller, a Waters 2998 photodiode array (PDA) detector,

and a Waters sample manager. Then 4 ml was taken for preparative

LC-MS and used with mass-triggered collection of LC fractions for peptide

purification. Methanol was removed from the purified peptide solutions on

an EZ-2 plus centrifugal evaporator (Genevac, Ipswich, UK) and water was

removed by lyophilization in preweighed microcentrifuge tubes (Eppen-

dorf, Hamburg, Germany).

Purification of Grb2 SH3C

The pGEX vector encoding Grb2 SH3C has been described elsewhere (38).

For protein expression, bacteria were grown in terrific broth with 100 mg/ml

ampicillin. When OD600 reached 0.8, expression was induced with

0.05 mM isopropyl-b-D-thiogalactopyranoside overnight at 18�C, and bac-
teria were then sedimented by centrifugation. To generate protein for ITC,

chilled bacterial pellets were lysed in cold TPE (1% (v/v) Triton X-100,

PBS (pH 7.4), 100 mM EDTA, 10 mg/ml aprotinin, 0.7 mg/ml pepstatin A,

0.5 mg/ml leupeptin, and 5 mg/ml antipain) and sonicated, and the lysate

was clarified by centrifugation at 20,000� g for 1 h at 4�C. GST-fusion pro-
tein was purified by coincubation with glutathione (GSH)-sepharose beads

overnight at 4�C on a nutator. Beads were then washed extensively with

50 mMTrisHCl (pH 7.5), 100 mMEDTA, and 0.1% (v/v) Tween 20. Bound

GST-fusion protein was eluted with 100 mM GSH, pH adjusted to approx-

imately ~7.5 with TrisHCl (pH 8.8), and the eluate was dialyzed against

5 mM TrisHCl (pH 7.5). The integrity of the dialyzed protein was analyzed

by SDS-PAGE and Coomassie Blue staining, and the protein concentration

was assayed by the Bradford method. Purified GST-Grb2 SH3C fusion pro-

tein was snap-frozen in aliquots and stored at�80�Cuntil further use in ITC.

ITC

ITC was performed with a VP-ITC MicroCalorimeter (MicroCal, North-

ampton, MA). Peptides were dissolved at 250 mM (750 mM for the

TABLE 1 ITC measurements of Grb2 SH3C interactions with WT and mutant peptides derived from Gab2

Sequence na Kd (mM) DH (kcal$mol�1) �TDS (kcal$mol�1)

WT SRGSEIQPPPVNRNLKPDRKAK 0.91 5 0.06 3.95 5 0.51 �11.8 5 1.33 4.46 5 1.42

P510A SRGSEIQAPPVNRNLKPDRKAK 1.11 5 0.07 5.09 5 0.34 �10.4 5 0.94 3.15 5 0.99

P511A SRGSEIQPAPVNRNLKPDRKAK – TLQb – –

P512A SRGSEIQPPAVNRNLKPDRKAK 0.99 5 0.06 6.00 5 0.25 �11.3 5 0.34 4.22 5 0.31

R515A SRGSEIQPPPVNANLKPDRKAK – NBDc – –

K518A SRGSEIQPPPVNRNLAPDRKAK – NBDc – –

P519A SRGSEIQPPPVNRNLKADRKAK 0.84 5 0.01 57.85 5 1.7 �17.2 5 0.36 11.4 5 0.39

aStoichiometry.
bAffinity was too low for exact quantification.
cNo binding was detected.
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P519A peptide) in ITC buffer (25 mM HEPES (pH 7.5, adjusted with

potassium hydroxide), 100 mM potassium acetate, and 5 mM magnesium

acetate), clarified by centrifugation for 10 min at 20,000 � g before use,

degassed (ThermoVac; MicroCal), and titrated from a syringe (300 ml total

volume) into a sample chamber holding 1.43 ml of clarified and degassed

25 mM GST-Grb2 SH3C (75 mM when analyzing the P519A peptide).

Upon reaching the equilibrium temperature of 25�C, peptide solutions

were titrated into the sample chamber by 18 injections of 15 ml each. The

resulting peaks of measured deviations from the equilibrium temperature

were integrated to yield the quantity of heat generated. The best fit to the

data to calculate the binding affinity Kdwas obtained using c
2 minimization

on a model assuming a single set of binding sites. All steps of the data anal-

ysis were performed using ORIGIN (V5.0) software provided by the

manufacturer.

NMR spectroscopy

Initial assignment of peptide resonances (Ca, Cb, Ha, HN, and N) was

performed under acidic conditions by dissolving the peptides in H2O using

10% v/v D2O for resonance locking. The acidic pH improved the assign-

ment convergence owing to the limited broadening of the resonances of

exchangeable protons. Subsequently, the assignments were transferred to

spectra recorded under buffer conditions relevant to this investigation

(25 mM HEPES pH 7.5 (adjusted with potassium hydroxide), 100 mM

potassium acetate) at a temperature of 303 K. All NMR spectra were refer-

enced using the resonance of the 4,4-dimethyl-4-silapentane-1-sulfonic

acid (DSS) molecule.

Experiments were carried out using 600 MHz and 800 MHz spec-

trometers (Bruker Avance III, Bruker Biospin, Billerica, MA). Proton

assignment was carried out using a combination of total correlation

spectroscopy (TOCSY) and rotating-frame nuclear Overhauser enhance-

ment spectroscopy (ROESY) spectra. These were used for resonance

assignment according to highly established protocols (39). Having

completed the proton assignment, we were able to assign carbon and

nitrogen resonances by using natural abundance 13C and 15N and

recording heteronuclear single quantum coherence (HSQC) spectra.

Random-coil CSs from the CamCoil method (25) were used to help assign

the 13C CSs.

Determination of the secondary-structure
populations and dynamics of IDPs

To address the secondary-structure populations of IDPs, we employed

the d2D method (22,25), which is based on the structural information

provided by NMR CSs, by using the measured backbone CSs (Ca, Cb,

Ha, HN, and N). CSs were also employed to infer the local dynamics using

the RCI (26).

Structural ensemble refinement by CS-restrained
MD

To refine accurate structural ensembles of Gab2503-524, we employed CSs

in restrained MD simulations using the CamShift method (40). Briefly,

CS restraints were imposed by adding a pseudo-energy term (ECS) to a stan-

dard molecular-mechanics force field (EFF):

ETot ¼ EFF þ ECS (1)

The resulting force field (ETot) was employed in MD simulations, where the

pseudo-energy term is given by

ECS ¼ a
X
i

�
d
Exp
i � dCalci

�2
(2)

where the i sum runs over all the CSs employed in the refinement, a is the

weight of the restraint term, and dexp and dcalc are the experimental and

calculated CSs, respectively. We employed the replica-averaged scheme,

which implies that a given CS is calculated by

dCalc ¼ 1

m

X4

m

dCalcm (3)

where m runs over four replicas and dm
Calc is the CS of replica m.

We performed replica-averaged restrained MD simulations by using an

implementation of GROMACS (41) as described previously (42) and

employing a recent protocol based on four replicas (43). Each of the four

replicas was equilibrated separately. Starting conformations were modeled

as linear chains and accommodated in a dodecahedron box volume of

276 nm3 of volume. The box was filled with explicit waters and energy

minimized. For each replica, the system was thermalized during an NVT

simulation of 250 ps in which the temperature was increased up to 300

K. Subsequently, the pressure was equilibrated using a MD simulation of

200 ps under the Berendsen barostat. Finally, the individual replicas were

equilibrated for 1-ns-long simulations.

The scheme of the replica-averaged restrained MD simulations is as

follows: The four replicas evolve through a series of annealing cycles

between 300 K and 400 K, with each cycle being composed of 100 ps at

300 K, 100 ps of linear increase in the temperature up to 400 K, 100 ps

of constant-temperature MD simulations at 400 K, and 300 ps of a linear

decrease in the temperature to 300 K. During these cycles, the experimental

restraints are imposed as averages over the four replicas according to Eqs.

1–3. The total amount of sampling in each Gab2b peptide analyzed was 1 ms

(250.2 ns per replica equivalent to 417 cycles).

The simulations were carried out using the Amber03W force field (44)

and the TIP4P2005 (45) water model. This force-field setting was

optimized to account for the conformational properties of IDPs. The proton-

ation states of pH-sensitive residues were as follows: Arg and Lys

were positively charged, Asp and Glu were negatively charged, and His

was neutral. The net charge of the system was neutralized by the addition

of four Cl� ions (three in the case of R515A and K518A). A time step of

2 fs was used together with LINCS constraints (46). van der Waals and

electrostatic interactions were cut off at 0.9 nm, and long-range electrostatic

effects were treated with the particle mesh Ewald method (47). All of the

simulations were done in the canonical ensemble by keeping the volume

fixed and setting the system temperature with a V-rescale thermostat (48).

We collected the final samplings from the 300 K portions of the replica

simulations after discarding the initial 50 ns in each replica (in this time

lapse, the simulations are allowed to converge). The total number of confor-

mations collected in each sampling was 13,320. Convergence of the simu-

lations is reported in Fig. S4 in the Supporting Material.

RESULTS

Conformational properties of Gab2503-524

We used NMR spectroscopy, calorimetry, and statistical
thermodynamics to characterize the molecular determinants
of the Gab2503-524/Grb2 SH3C interaction. Multiple lines
of evidence have shown that the binding between these
two domains is a key event in the interaction of the respec-
tive full-length proteins (27,36). ITC measurements show
that the Gab2503-524 fragment, which includes the RxxK
binding motif of Gab2b, has micromolar affinity for Grb2
SH3C (see Table 1, Fig. S1, and the Materials and Methods
section for details regarding the peptide synthesis and ITC
measurements). Previous x-ray studies revealed that the
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conformation adopted by the Gab2b motif when complexed
to Grb2 SH3C (27) includes a short 310 helix (residues
515–517) positioning the arginine and lysine of the RxxK
motif in parallel orientation and a PPII fragment (residues
510–512; Fig. 1). Although the conformation of Gab2b
bound to Grb2 SH3C is known, we focused on the confor-
mational properties of Gab2503-524 when isolated in solution
to gain insight into the determinants for the binding affinity.
To this end, we measured NMR CSs of backbone atoms (in
particular Ca, Cb, Ha, HN, and N) for Gab2503-524 at pH 7.5
and 303 K (Fig. S2). NMR CSs of Ca, Cb, and Ha atoms,
which are fine probes of secondary structures in proteins,
show values that are in the range of theoretical random-
coil standards, as calculated using the CamCoil method
(25) (Fig. S3). This finding indicates that Gab2503-524 main-
tains the unstructured nature that it adopts within the full-
length sequence (36). Although unstructured proteins and
peptides are difficult to characterize with standard tech-
niques of structural biology (i.e., x-ray crystallography
and NOE/3J-coupling-based NMR (49–52)), recent
approaches exploiting the information extracted from CSs
allow us to address, with residue-specific resolution, the
population of transient secondary structures and coil
regions.

We exploited the information contained in the CSs using
the d2D method (22,25), which has proved to be a powerful
tool for studying the conformational properties of IDPs
(53–58), and calculated in this manner the secondary-struc-
ture populations in the disordered Gab2503-524 fragment.
This analysis revealed nonnegligible amounts of residual
structure in the free state (Fig. 2). In particular, a region
spanning residues 508–511 (designated throughout this
article as residual structure 1 (RS1)), adopted partial PPII
and extended b character with population peaks of up to

20% of the ensemble (Fig. 2 A). This finding suggests
that, although RS1 is flexible and unstructured, it has a sig-
nificant propensity to be highly extended when unbound in
solution. Because of the extended b and PPII characters,
RS1, which also shows a minor helical population (which
is considered negligible because it is at the limit of the meth-
odological error), is associated with a reduced coil character
(Fig. 2 B). This finding was independently confirmed by the
RCI (26) analysis (Fig. 2 B). Another region of the fragment
that showed a significant content of residual PPII structure
and partial character of an extended b conformation, namely
RS2, spanned residues 517–521.

Residual structure in both RS1 and RS2 might have rele-
vance in the context of binding the Grb2 SH3C. In RS1, the
bound state of Gab2b consists of a PPII fragment (residues
510–512) that follows residue Q509, which is in an extended
b conformation (backbone f and j angles of �158.1 and
138.5, respectively). On the other hand, a population of re-
sidual PPII in RS2 might play a role in the bound state by
favoring an important kink starting at residue 518, and al-
lowing R521 to fold back in the binding cavity to establish

FIGURE 1 Binding interface between Grb2 SH3C (represented as a

white surface/green cartoon) and Gab2b peptide (orange cartoon). The

figure was produced using the x-ray coordinates (PDB code: 2vwf). To

see this figure in color, go online.

FIGURE 2 Conformational properties of the free state of Gab2503-524
by analysis of CSs. (A) Populations of secondary-structure elements

using d2D (22,25). Black, orange, and green lines report the populations

of helix, extended b, and PPII conformations, respectively. (B) Contents

of random-coil regions estimated by d2D (red) and RCI (26) (black line).

The scale for the d2D profile is reported on the right side (red) and the

scale for RCI appears on the left side (black). To see this figure in color,

go online.
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a key salt bridge with Grb2 SH3C (Fig. 1). Notably K518
adopts backbone f and j angles of �68.65 and 140.06,
respectively, which are typical values for the PPII region.
Accordingly, the residual PPII conformation in the unbound
state might preorganize the formation of the kink that stabi-
lizes the complex.

Effect of point mutations on conformational
selection

To further investigate the role that residual structure in the
unbound state plays in the recognition of Gab2503-524, we
performed extensive refinement of its structural ensemble
by using CS-restrained MD (42). The samplings (totaling
1 ms for each construct) were performed by imposing CSs
as ensemble averages over four replicas and were carried
out until convergence was proved (Fig. S4). The resulting
ensemble showed high agreement between experimental
CSs and those calculated using an independent and highly
accurate predictor, SPARTAþ (59), which is based on a
totally different approach compared with the CamShift
method (42) used in our structural refinement (Fig. S5).
This back validation suggests that the refined ensembles
are highly accurate and match the experimental data with
standard deviations (SDs) that are lower than the statistical
error of SPARTAþ (Fig. S5).

Our analyses focused on a comparison between the con-
formations of the free state (NMR ensemble) and those of
the bound state (x-ray structure). We computed a free-
energy projection of 13,320 conformations collected from
the NMR sampling by using two independent coordinates.
The first was built by calculating the root mean-square devi-
ation (RMSD) of the f and j backbone angles between the
free-state structures and the bound conformation. The sec-
ond coordinate was based on the gyration radius calculated
using the Ca atoms. To be consistent with the x-ray struc-
ture, only residues 508–521 were employed in this calcula-
tion. The analysis resulted in a spread free-energy landscape
(Fig. 3 A), with the first coordinate ranging from approxi-
mately 20� to 100� in dihedral RMSD, and the second coor-
dinate (gyration radius) ranging from 5.5 to 11.5 Å. In
addition to a main basin of random-coil conformations
(basin b1), the energy landscape showed a second minimum
(basin b2) including conformations with low dihedral
RMSD values (~40�) and gyration radii similar to that adop-
ted in the bound structure (8.5 Å). The conformations corre-
sponding to basin b2 are highly similar to that of the bound
state (Fig. 3 A). Accordingly, in line with the CS analyses of
d2D (22,25) and RCI (26), the energy landscape showed a
set of preorganized conformations populating the free-state
ensemble.

We then analyzed the influence of the basin b2 population
on the ability of Grb2 to recognize and bind Gab2503-524. In
particular, we mutated a set of residues in Gab2503-524 that
are directly involved in the binding site of Grb2 SH3C

(Fig. 1). ITC measurements provided direct evidence of
the effects of these point mutations on the binding affinity.
All mutations showed a decrease in the affinity for binding
Grb2 SH3C, and a general trend that included an unfavor-
able entropy contribution and favorable enthalpy terms for
the binding (Table 1). The strongest affinity impairment
was measured for the mutations that affected the RxxK
core motif, namely, R515A and K518A, for which no
binding was detected. The other mutations tested targeted
the proline residues in the binding site. Of these, P511A
induced the strongest perturbation of the binding affinity
(with a resulting Kd lower than the reliably quantifiable
range), followed by P519A.

FIGURE 3 Structural ensembles of the free state of Gab2503-524 sampled

by CS-restrained simulations. (A) Energy landscape of the WT sequence

projected on two coordinates: the dihedral RMSD from the x-ray structure

of the bound state and the gyration radius. The landscape is evaluated in

discrete points using the Boltzmann equation and then interpolated using

spline functions (see De Simone et al. (2,60) for additional details regarding

the free-energy projections). The plot shows a basin composed of structures

that are very similar to the bound state, corresponding to a low RMSD and a

radius of gyration that is close to 8.5 Å (the value adopted in the bound

structure). A bundle of conformations from the basin b2 is shown (backbone

atoms only). Gray conformations are from the NMR ensemble (free state)

and the red conformation corresponds to the crystal structure (bound state).

(B) Based on this basin, we could estimate the population of bound confor-

mations in the structural ensembles of the free state of the Gab2503-524
sequences (WT and mutants) considered here. To see this figure in color,

go online.
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The d2D (22,25) analysis showed that all of the mutants
retain a degree of disorder with P511A and K518A having
an increased coil content in RS1 and RS2, respectively,
and P519A being less structured in both RS1 and RS2
(Fig. 4 A). Similarly, the RCI (26) suggests that all the pep-
tides exhibit a similar disorder, with P519A being the most
dynamical mutant (Fig. 4 B). An interesting result is associ-
ated with the analysis of PPII content in the various mutants.
P/A mutations in RS1 affect mainly the PPII content in
this region (Fig. 4 C). Of these, P511A shows the highest
reduction in PPII structure, whereas in P510A the reduction
of PPII is partially compensated for by a local increase in
extended b content (Fig. 4 D). Another strong effect on
the PPII content of RS1 is shown by R515A. Finally,
K518A and P519A affect mainly the PPII in RS2, with
P519A having the most significant perturbation, which is
in part also transferred to RS1. No significant effects were
detected for the helical residual structure (Fig. 4 E).

Overall, the residual structure in the mutants of
Gab2503-524 shows that the partial impairment of binding
affinity for Grb2 is correlated with a reduced amount of pre-
organized bound conformations in the free-state ensemble.

This important finding is underlined by the analysis of the
populations in basin b2 of the projected energy landscape
(Fig. 3). If we exclude R515A and K518A, which in addi-
tion to the conformational perturbation of the backbone
lack the key side chains for the RxxK-binding motif, the
resulting trend of populations is consistent with the ranking
obtained from ITC measurements (Table 1). Indeed, the
ranking of populations in the region occupied by basin b2
is WT > P510A > P512A > P519A > P511A (Fig. 3 B).
This remarkable correspondence indicates that one of the
key factors governing the interaction propensities of IDPs
is the population of preexisting bound conformations in
the free-state ensemble. It is worth noting that other factors
may also contribute to the decrease of affinity between Grb2
and Gab2503-524, including the loss of favorable native inter-
actions in the protein-protein complex. For instance, these
factors might contribute to the ~15-fold loss of binding
affinity associated with the P519A mutation (see Kd values
in Table 1), which is not entirely accounted for by the
decrease in the population of preexisting bound conforma-
tions in the energy landscape of Gab2503-524 (Fig. 3 B).

DISCUSSION

It is now well established that a significant fraction of all
proteins feature a partial or total degree of structural dis-
order (11,12,15,61). Disordered regions can influence
intrinsic biological properties, such as the propensity to
self-assemble (62) or allosteric modulation (63). It is also
becoming increasingly evident that IDPs are actively
employed in fundamental biological processes, including
cellular signaling through disordered linkers (64) and
protein translation or transcriptional regulation (65). Their
remarkable ability to interact with multiple cellular partners
is likely promoted by their inherent flexibility and energy
landscapes encoding for multiple conformational minima,
enabling shape adaptation during partner selection.
Although the functional role of IDPs is attracting increasing
interest, understanding the underlying structural and phys-
ical principles of their biological activity remains a difficult
challenge. In this context, NMR spectroscopy is emerging
as a major tool (17,18,22,66), and we illustrate this point
very clearly by showing that it is possible to use new
NMR approaches to address the functional determinants
of the biological activity of IDPs.

One prominent representative of functional IDPs is
Gab2, a platform protein involved in complex molecular
signaling. Gab2 is a multisite docking molecule with a
conserved, folded N-terminal domain that enables docking
to the plasma membrane, and a large disordered region that
mediates interactions with many signaling proteins. The
long disordered region of Gab2 acts as a substrate region
for multiple phosphorylations by tyrosine kinases. It also
forms a multivalent docking station for SH2 and SH3 do-
mains, which allows it to interact with a large number of

FIGURE 4 Effects of point mutations on the conformational properties

of the free state of Gab2503-524 by analysis of CSs. (A) Populations of

coil conformations from d2D (22,25). (B) RCI (26). (C) Populations of

PPII conformations from d2D. (D) Populations of extended b conforma-

tions from d2D. (E) Populations of helical conformations from d2D. To

see this figure in color, go online.
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proteins from different families (e.g., Crk/CRKL, Nck1,
Grb2, PI3 kinase, and SHP2). Thus, as found for other
IDPs, Gab2 behaves as a versatile hub for signaling
pathway cross talk in several different cell types. It acts
in many physiological processes, including growth of the
bone marrow and cardiac function, as well as in patholog-
ical conditions such as leukemia and Alzheimer’s disease
(67). Besides representing a convenient system in which
to address the binding and recognition of IDPs, Gab2 is
therefore a central node in cellular signaling of major bio-
logical relevance.

Using the information contained in the backbone CSs,
the RCI (26) showed two regions of Gab2503-524, RS1 and
RS2, with reduced conformational flexibility. The high
occurrence of PPII and extended b structure in these
regions, as revealed by d2D (22,25), suggests a nonnegli-
gible intrinsic tendency toward extended conformations.
PPII conformations in RS1 are directly relevant to the
conformation adopted in the complex with Grb2 SH3C
(PDB code: 2vwf). Similarly, we propose that the marked
residual content of PPII in RS2 has a role in nucleating an
essential kink that conveys to the backbone an optimal
conformation for a salt bridge made by residue R521. The
intrinsic propensity to adopt residual structures converges
with the evidence that the energy landscape of Gab2503-524
includes a basin of conformers with similar structural
properties to the bound state. As shown by the mutant
analysis of Gab2503-524, changes in the population of these
conformers correlate with the impairment in the Grb2
binding affinity.

Overall, our analysis of transient conformations by NMR
and statistical mechanics indicates that the presence of
prearranged bound conformations in the heterogeneous
structural ensemble of the disordered Gab2503-524 is an
essential determinant of the binding affinity for its protein
partner Grb2, as tested by mutational analysis and calori-
metric measurements. Therefore, the results reported here
suggest that the binding of Gab2503-524 requires a selection
of conformations that appear to be intrinsically encoded in
the energy landscape of this disordered state.

In conclusion, by using recently developed methods
that exploit the information contained in NMR CSs, we
investigated the conformational properties of disordered
Gab2503-524, and found intrinsic conformations that influ-
ence the affinity for protein partner recognition and binding.
Thus, the physical principles that emerge from this study
add to our understanding of the recognition of IDPs by
showing that preexisting bound conformations have a sig-
nificant influence on the binding affinity. The elements
reported in this work are likely to have very general impli-
cations for the biological behavior of IDPs in light of
the fact that a large fraction of these proteins possess
a specific propensity to form the PPII helix and adopt con-
formations that are more extended than the typical
random-coil states.
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ABSTRACT Biological systems often have to measure extremely low concentrations of chemicals with high precision. When
dealing with such small numbers of molecules, the inevitable randomness of physical transport processes and binding reactions
will limit the precision with which measurements can be made. An important question is what the lower bound on the noise would
be in suchmeasurements. Using the theory of diffusion-influenced reactions, we derive an analytical expression for the precision
of concentration estimates that are obtained by monitoring the state of a receptor to which a diffusing ligand can bind. The vari-
ance in the estimate consists of two terms, one resulting from the intrinsic binding kinetics and the other from the diffusive arrival
of ligand at the receptor. The latter term is identical to the fundamental limit derived by Berg and Purcell (Biophys. J., 1977), but
disagrees with a more recent expression by Bialek and Setayeshgar. Comparing the theoretical predictions against results from
particle-based simulations confirms the accuracy of the resulting expression and reaffirms the fundamental limit established by
Berg and Purcell.

INTRODUCTION

The evidence is accumulating that sensory systems in
biology often operate near the fundamental limit set by
the noise of counting signal molecules. Receptors in our
visual system can detect single photons (1), some animals
can smell single molecules (2), swimming bacteria can
respond to the binding and unbinding of only a limited
number of molecules (3,4), and eukaryotic cells can respond
to a difference in ~10 molecules between the front and the
back of the cell (5). Recent experiments suggest that the
precision of the embryonic development of the fruitfly
Drosophila is close to the limit set by the available number
of regulatory proteins (6–8). This raises the question of what
is the fundamental limit to the precision of chemical con-
centration measurements.

In their classic article, Berg and Purcell (3) considered a
scenario in which a cell measures the concentration c of a
ligand by monitoring the occupation state of the receptor
molecules to which the ligand molecules bind and unbind.
A central result is the precision with which the ligand
concentration c can be inferred from the time-averaged
occupancy of a single receptor. The analysis of Berg and
Purcell predicts that in the limit at which the integration
time T is much longer than the correlation time of the recep-
tor state, the expected uncertainty in the time-averaged
occupancy resulting from the random nature of diffusion
is given by

dn

n
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� nÞ
2DscT

r
; (1)

where n is the true mean occupancy, s is the receptor-ligand
binding cross section, and D is the diffusion constant of the
ligand. The uncertainty or expected error in a corresponding
estimate of the concentration is related to the noise in the
observed occupancy via the gain dn=dc,

dc ¼ dc

dn
dn; (2)

yielding Berg and Purcell’s expression for the limit to the
precision of concentration measurements by a single recep-
tor (see Eq. 52 in Berg and Purcell (3)):

dc

c
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

4Dscð1� nÞT

s
: (3)

This result can be understood intuitively by noting that
4Dsc is the flux of ligand molecules arriving at the receptor
and 1� n is the probability that the receptor is free (3).
Therefore, 4Dscð1� nÞ is the effective rate of ligand
binding if every collision between ligand and free receptor
leads to successful binding. Berg and Purcell (3) argue
that their result also holds for reactions that are not deeply
in the diffusion-limited regime. After an unsuccessful recep-
tor-ligand encounter, they argue, the ligand will rapidly
collide with the receptor again and again until it binds the
receptor, and these rounds of encounters can be captured
by renormalizing s.

The argument of Berg and Purcell ignores, however, that
after an unsuccessful collision with the receptor the ligand
molecule may diffuse back into the bulk, and a different
ligand molecule may subsequently bind. Moreover, a ligand
molecule that has just dissociated from the receptor may
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rapidly rebind, or it may diffuse away from the receptor into
the bulk. It thus remains unclear to what extent the result of
Berg and Purcell applies to binding reactions that are not
diffusion-limited.

Bialek and Setayeshgar (9) sought to generalize the result
of Berg and Purcell by taking into account ligand-receptor
binding dynamics. They considered a model in which
the ligand molecules can diffuse, bind the receptor upon
contact with an intrinsic association rate ka, and unbind
from the receptor with an intrinsic dissociation rate kd.
Invoking the fluctuation-dissipation theorem, they linear-
ized the nonlinear reaction-diffusion equation, to obtain
the following result for the fractional uncertainty in the
estimate for the concentration (Eq. 32 in (9)):

dc

c
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

pDscT
þ 2

kacð1� nÞT

s
: (4)

The first term arises from the stochastic arrival of the ligand
molecules at the receptor by diffusion, whereas the second
term is due to the intrinsic stochasticity of the binding
kinetics of the receptor. Indeed, even in the limit that
D / N, such that the concentration at the receptor is con-
stant, this concentration can still not be measured with infin-
ite precision because the receptor stochastically switches
between the bound and unbound states, leading to noise in
the estimate of the receptor occupancy. This term is absent
in Eq. 3 because Berg and Purcell assume that the binding
reaction is fully diffusion-limited, meaning that the intrinsic
rates ka and kd go to infinity.

The first term of Eq. 4 should be compared with Eq. 3.
This term is considered to be the fundamental limit to the
accuracy of measuring chemical concentrations via a single
receptor, because it presents a noise floor that is solely due
to the physics of diffusion, independent of the binding
kinetics (9). Indeed, in the limit that the reaction is diffu-
sion-limited, the second term in Eq. 4 is zero, and both the-
ories should yield the same result. However, it is clear that in
addition to the geometrical factor p (which comes from the
fact that Berg and Purcell model the receptor as a reactive
disk, whereas Bialek and Setayeshgar take the receptor to
be a spherical particle), the expressions differ by a factor
1=ð2ð1� nÞÞ. This difference can have marked implica-
tions. Although the Bialek-Setayeshgar expression predicts
that the uncertainty remains bounded even in the limit that
n/1, the Berg-Purcell expression suggests that it diverges
in this limit.

Here, we rederive the limit to the accuracy of sensing via
a single receptor (10), borrowing heavily from the work of
Agmon and Szabo (11) on diffusion-influenced reactions.
Our expression is identical to that of Berezhkovskii and
Szabo (12), who have recently independently derived this
limit for an arbitrary number of receptors, when there is
one receptor. Like the expression of Bialek and Setayeshgar

(Eq. 4), our expression consists of two terms: One term
describes the effect of the diffusive transport of the ligand
molecules to and from the receptor, and the other describes
the effect of the intrinsic binding and unbinding kinetics of
the receptor. Although the second term agrees with that of
Bialek and Setayeshgar, the first does not agree with their
expression but does agree with the expression of Berg and
Purcell (again apart from the geometric factor).

We then perform extensive tests of these expressions
by performing particle-based simulations using Green’s
function reaction dynamics (GFRD), which is an exact
scheme for simulating reaction-diffusion systems at the
particle level (13–15). The simulation results agree very
well with our expression and that of Berezhkovskii and
Szabo (12) for the full range of conditions that we consid-
ered, which spans the biologically relevant regime. This
means that the Berg-Purcell limit is the most accurate
expression for the fundamental limit to measuring chemical
concentrations.

We end by examining the assumptions of our theory un-
der biologically relevant conditions. This naturally suggests
a simple but intuitive model. This model not only explains
the origin of the factor 1=ð2ð1� nÞÞ in the Berg-Purcell
expression, but also shows how their expression can be
generalized to reactions that are not diffusion-limited by
integrating out the rapid rebindings of dissociated mole-
cules. The model also elucidates that rebindings do not
contribute to the accuracy of sensing, because their likeli-
hood does not depend on the concentration.

METHODS AND THEORY

We consider a single receptor A in a volume V that is surrounded by a large

number NB of noninteracting ligand molecules B at concentration c¼ NB/V.

We consider the pseudo first-order limit, meaning that NB >> NA ¼ 1 and

V / N. Without loss of generality, we may assume that the receptor is

static and located at the origin, while the ligand molecules diffuse with

diffusion constant D. A ligand molecule can bind a free receptor with an

intrinsic association rate ka when the two come in contact at the contact

distance s, which is the sum of the radii of the two respective molecules.

A bound ligand molecule can dissociate from the receptor with an intrinsic

dissociation rate kd. The state of the receptor is denoted by the binary var-

iable n(t), which is one if the receptor is bound to a ligand at time t and zero

otherwise. We note that this model is identical to that of Bialek and Se-

tayeshgar (9) for the scenario of a single receptor molecule.

Following Berg and Purcell (3) and Bialek and Setayeshgar (9), we

imagine that the cell estimates the concentration c from the receptor occu-

pancy n(t) integrated over an integration time T, nT ¼ T�1
R T
0
nðtÞdt. In the

limit that the integration time T is much longer than the correlation time of

n(t), tn, the variance in our estimate nT of the true mean occupancy n is

given by

ðdnÞ2z2s2
ntn
T

¼ Pnðu ¼ 0Þ
T

¼ 2Re
�bCnðs ¼ 0Þ�

T
; (5)

where s2n ¼ hn2i � hni2 ¼ nð1� nÞ is the instantaneous variance and Pn(u)

and bCnðsÞ are, respectively, the power spectrum and the Laplace transform

of the correlation function Cn(t) of n(t). The uncertainty in the estimate for

the concentration c can then be obtained from Eqs. 2 and 5. In Eq. 2, the
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gain is dc=dn ¼ c=ðn� n2Þ, because n ¼ c=ðcþ KDÞwith KD the receptor-

ligand dissociation constant.

The correlation function of any binary switching process is given by

CnðtÞ ¼ p0�
�
p�j�ðtÞ � p0�

�
; (6)

where p0�hn is the equilibrium probability for the bound state ( � ) and
p�j�ðtÞ ¼ hnðtÞnð0Þi=n is the probability the receptor is bound at t ¼ t,

given it was bound at t ¼ 0. To obtain the correlation function, we thus

need p�j�ðtÞ. It is convenient to focus on the conjugate probability

S revðtj�Þ ¼ 1� p�j�ðtÞ; (7)

which is the probability that the receptor is free at time t given that it was

bound at t ¼ 0. Following Agmon and Szabo (11), we use the subscript

‘‘rev’’ to indicate that we consider a reversible reaction, meaning that in

between t ¼ 0 and t the receptor may bind and unbind ligand a number

of times. The probability that a receptor-ligand pair dissociates between

t0 and t0 þ dt0 to form an unbound pair at contact is kd[1�S rev(t
0j*)]dt0,

whereas the probability that the free receptor with a ligand molecule at con-

tact at time t0 is still unbound at time t > t0 is S rad(t � t0js). The subscript
‘‘rad’’ means that we now consider an irreversible reaction (kd ¼ 0), which

can be obtained by solving the diffusion equation using a radiation bound-

ary condition (11). Hence, S rev(tj*) is given by (11)

S revðtj � Þ ¼ kd

Z t

0

½1� S revðt0j � Þ�S radðt � t0jsÞdt0: (8)

We emphasize that up to this point no approximation has been made. The

question now is what is S rad(tjs), which is the quantity needed to solve

Eq. 8. To address this, we introduce two new quantities:

1. S rad(tjeq), which is the probability that a receptor initially is free and

surrounded by an equilibrium distribution of ligand molecules, and it

remains free until at least a later time t; and

2. Srad(tjs), which is the probability that a free receptor initially surrounded
by only one single ligand molecule at contact is still unbound at a later

time t.

The quantity Srad(tjs) thus refers to a system consisting of a receptor with

only one ligand molecule, which initially is at contact with the receptor,

whereas S rad(tjs) refers to a system of a receptor with NB R 1 ligand mol-

ecules, one of which is at contact initially.

In general, it is not possible to obtain an exact analytical expression for

S rad(tjs), the quantity that we need (Eq. 8). To illustrate this, imagine a

bound receptor-ligand pair that is surrounded by an equilibrium, i.e., a

statistically uniform distribution of ligand particles. When this receptor-

ligand pair dissociates to form a receptor-ligand pair at contact surrounded

by an equilibrium distribution of ligand molecules, then the probability that

the receptor is still unbound at a later time t is given by (11)

S radðtjsÞ ¼ S radðtjeqÞSradðtjsÞ: (9)

Now, the ligand molecule at contact may either rebind the receptor or

diffuse away from it. If it rebinds the receptor, then after the next dissoci-

ation event, the probability that the receptor will remain free for at least

another time t will again be given by Eq. 9. Equation 9 breaks down

when the ligand molecule at contact instead diffuses away from the receptor

and another ligand molecule binds the receptor before the first ligand has

relaxed to equilibrium. Indeed, the process of receptor binding generates

nontrivial spatio-temporal correlations between the positions of the ligand

molecules, which depend on the history of the association and dissociation

events. This impedes an exact solution of the problem. However, if the

dissociation rate kd is low then it becomes reasonable to assume that after

each dissociation event, the unbound receptor-ligand pair at contact is

surrounded by an equilibrium distribution of ligand (11), in which case

the survival probability is given by Eq. 9. This is the crucial assumption

that we make in our analysis.

With the assumption of Eq. 9, Eq. 8 can now be solved. For a pseudo-

first-order irreversible reaction with a static target, S rad(tjeq) of Eq. 9 is

given by Rice (16) (see also the Supporting Material) as

S radðtjeqÞ ¼ e
�c
R t

0
kradðt0Þdt0 ; (10)

where krad(t) is the time-dependent rate coefficient. Here, ckrad(t) is the rate

at which ligand molecules will bind a free receptor at time t, given that

the ligand distribution at time t ¼ 0 was the uniform, equilibrium, distribu-

tion. As before, the subscript ‘‘rad’’ refers to a radiation boundary condition,

meaning that if a ligand molecule and the receptor come into contact,

they react with a finite rate ka (11). The quantity Srad(tjs) in Eq. 9 is

via detailed balance (and the backward Smoluchowski equation) related

to krad(t): krad(t) ¼ kaSrad(tjs) (11) (see also the Supporting Material).

Together, these relations yield a simple expression for the Laplace trans-

form of S rad(tjs) in terms of the Laplace transform bS radðsjeqÞ of

S rad(tjeq) (see the Supporting Material). Substituting this in the solution

of Eq. 8 in the Laplace domain allows us to obtain the following expression

for the Laplace transform of the correlation function in terms of bS radðsjeqÞ
(see the Supporting Material):

bCnðsÞ ¼ s2
n

ckatc bS radðsjeqÞ
1� kdtcs bS radðsjeqÞ

; (11)

where tc ¼ (kac þ kd)
�1 is the correlation time of the intrinsic receptor

switching dynamics, i.e., the correlation time of the receptor occupancy

when receptor-ligand association is reaction-limited and the effect of diffu-

sion can be neglected.

To obtain an analytically closed form for the correlation function, we

require an expression for bS radðsjeqÞ. We use

s bS radðsjeqÞz
�
1þ cbk radðsÞ��1

; (12)

which correctly captures the short- and long-time limit of S rad(tjeq) (11)
(see the Supporting Material). We exploit thatbk radðsÞ ¼ kabkabsðsÞ=�ka þ sbkabsðsÞ�
(see the Supporting Material), where

bkabsðsÞ ¼ 4psD
�
1þ s

ffiffiffiffiffiffiffiffi
s=D

p �.
s

is the Laplace transform of the time-dependent diffusion-limited rate con-

stant kabs(t) (16). Here, the subscript ‘‘abs’’ refers to the absorbing boundary

condition, meaning that ka /N, where each ligand-receptor collision will

immediately lead to binding; ckabs(t) is thus the rate at which ligand mole-

cules collide and associate with the receptor at time t, given that they start

from the equilibrium (uniform) distribution. Substituting Eq. 12 in Eq. 11

yields (see the Supporting Material)

bCnðsÞ ¼ s2
n

t0cðsÞ
st0cðsÞ þ 1

; (13)

where t0c(s) is the intrinsic correlation time tc renormalized by the concen-

tration fluctuations (9),
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tc
0ðsÞ ¼ tcð1þ SðsÞÞ; SðsÞ ¼ ka

kD
�
1þ ffiffiffiffiffiffiffi

stm
p �; (14)

with the diffusion-limited rate constant kD ¼ kabs(t /N) ¼ 4psD and the

molecular timescale tm ¼ s2/D. The correlation time tn of the receptor is

then given by tn ¼ ðs2nÞ�1 bCnðs ¼ 0Þ (Eq. 5) as

tn ¼ 1

koncþ koff
; (15)

where kon and koff are the renormalized association and dissociation rates

kon ¼
�
1

ka
þ 1

kD

��1

¼ kakD
ka þ kD

; (16)

koff ¼
�
1

kd
þ Keq

kD

��1

¼ kdkD
ka þ kD

; (17)

and Keq = ka/kd ¼ K�1
D is the equilibrium constant (11). The effective

association rate kon is the long-time limit of the time-dependent rate

coefficient krad(t): kon ¼ krad(t / N); it takes into account the finite rate

of diffusion and the finite probability of binding when receptor and ligand

are at contact. Similarly, koff is the effective rate at which a ligand dissoci-

ates from the receptor and diffuses into the bulk. Our simple coarse-grained

model presented below (see Results) gives an intuitive derivation of these

effective rate constants.

The uncertainty in the estimate of the concentration can be obtained by

combining Eq. 13 with Eqs. 2 and 5, yielding our principal result

dc

c
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2psDcð1� nÞT þ 2

kacð1� nÞT

s
: (18)

The first term describes the uncertainty in the estimate of c that stems from

the stochastic diffusive arrival of the ligand molecules, whereas the second

term describes variability that results from the intrinsic binding dynamics of

the receptor. If the receptor-ligand association reaction is fully reaction-

limited, i.e., ka,kd/ 0 orD/N, then the uncertainty in the concentration

estimate is dominated by the latter term. Conversely, if the reaction is diffu-

sion-limited, ka,kd/N or D/ 0, then the first term dominates the uncer-

tainty, which is limited by the diffusive arrival and departure of the ligand

molecules to and from the receptor.

It is clear that the second term in Eq. 18 is identical to that in the expres-

sion of Bialek and Setayeshgar (9), Eq. 4. Yet, the first term, which deter-

mines the fundamental limit, is different: the expression of Bialek and

Setayeshgar misses a factor 1=ð2ð1� nÞÞ. The Berg-Purcell expression

does contain this factor, and indeed, apart from a geometrical factor, our

expression is identical to theirs in the limit that the reaction is fully diffu-

sion-limited.

RESULTS

Simulation results

To test our theory, we have performed particle-based simu-
lations. A key quantity of our theory is bCnðsÞ, Eq. 13,
because the precision of our concentration estimate directly
follows from this quantity and the gain dn=dc (see Eqs. 2
and 5). We therefore compare the power spectrum,

PnðuÞ ¼ 2Re
�bCnðs ¼ iuÞ�

with bCnðsÞ given by Eq. 13, to that obtained from simula-
tions. The simulation scheme should not only describe the
diffusive transport at large length and timescales, but also
capture the (re)binding dynamics at short scales. Moreover,
to obtain an accurate estimate for the zero-frequency limit of
the power spectrum, which is computationally challenging,
the scheme should also be efficient. We have therefore
employed Green’s function reaction dynamics (GFRD)
(13,15,17). Like Brownian dynamics (overdamped Lange-
vin dynamics), GFRD simulates reaction-diffusion systems
at the particle level; in essence, both are numerical pro-
cedures for solving the Smoluchowski equation (17). How-
ever, while Brownian dynamics uses a fixed time-step to
propagate the particles, GFRD is an asynchronous, event-
driven kinetic Monte Carlo scheme.

The central idea of GFRD is to decompose the many-
body reaction-diffusion problem, which cannot be solved
analytically, into sets of one- and two-body problems that
can solved analytically using Green’s functions (13,17). In
the recent version of GFRD, this decomposition is per-
formed by putting single particles and pairs of particles in
mathematical domains (18), for which the reaction-diffusion
problem can be solved exactly (15). This yields for each
domain an event-type, which is either a reaction or a particle
leaving the domain, and an event-time, which is when this
event will happen. These events are then executed in chro-
nological order. Importantly, the mathematical domains
are nonoverlapping, which means that the stochastic reac-
tion-diffusion processes of the respective domains are inde-
pendent. This makes GFRD an exact scheme for simulating
reaction-diffusion problems at the particle level (15).
Because the scheme is event-driven, it is also very fast: at
the concentrations considered here, GFRD is up to 4–6
orders-of-magnitude faster than Brownian dynamics
(13,15) (for more details, see www.GFRD.org). For this
study, we exploited the spherical symmetry of the system
and that the ligand molecules only interact with the receptor,
but not among themselves.

The computational model is identical to that of our
theory, albeit in a finite volume. It consists of a static single
receptor in the center of a spherical simulation box with
diameter L, surrounded by ligand molecules that diffuse
with diffusion constant D. A ligand molecule that is in
contact with a free receptor at the contact distance s can
associate with the receptor with an intrinsic association
rate ka and then dissociate from it with an intrinsic dissoci-
ation rate kd; after dissociation, the ligand molecule is put at
contact.

Fig. 1 shows the power spectra as obtained from the
simulations (black circles) together with the prediction of
our theory (solid red line; Eq. 13), for n ¼ 0:5 and c ¼
0.4 mM. In the Supporting Material, we show results for
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higher concentrations. The parameters have been chosen
such that they are biologically meaningful, yet bring the
system in the diffusion-limited regime—this makes it
possible to probe the fundamental limit set by diffusion.
Specifically, the diffusion constant D¼ 1 mm2/s is compara-
ble to that of intracellular proteins (19,20).

Fig. 1 shows that the agreement between theory and simu-
lation is very good over essentially the full frequency range.
The high-frequency regime corresponds to the intrinsic
switching dynamics of the receptor. In this regime, diffusion
hardly plays any role and the receptor dynamics is domi-
nated by the binding of ligand molecules that are essentially
in contact with the receptor; consequently, the power spec-
trum is well approximated by that of a binary switching
process with uncorrelated exponentially distributed waiting
times with the intrinsic correlation time tc ¼ (kac þ kd)

�1

(red dashed line). The theory also accurately describes the
intermediate frequency regime, which starts at um ¼
1/tm ¼ Ds2. In this regime a ligand molecule, after dissoci-
ation from the receptor, manages to diffuse away from the
receptor over a few molecular distances s, but then rebinds
the receptor before another ligand molecule from the bulk
does. The low-frequency regime of the power spectrum
corresponds to the regime in which, after receptor dissocia-
tion, the ligand molecule diffuses into the bulk and, most
likely, another molecule from the bulk binds the receptor.
In this regime, the spectrum is well approximated by that
of a memoryless switching process with the same effective
correlation time as that of our theory, tn ¼ t0c (s ¼ 0) ¼ (kon
c þ koff)

�1 (gray solid line).
The most important point of the power spectrum is at

zero-frequency, Pn(u ¼ 0), because this determines the
correlation time of the receptor and hence the uncertainty

in our estimate of the average receptor occupancy n and
the concentration c, following Eqs. 2 and 5. Fig. 2 shows
Pn(u ¼ 0) as a function of the average receptor occupancy
n at a concentration of 0.4 mM. (For higher concentrations,
see the Supporting Material.) It is seen that the agreement
between the theory and simulations is excellent. Fig. 2
also shows the prediction of Bialek and Setayeshgar for
Pn(u ¼ 0) (9). Although their analysis predicts that
Pn(u ¼ 0) ¼ P1�n(u ¼ 0), our results show that the de-
pendence of Pn(u) on n is nonsymmetric, which reflects
the fact that if the receptor is free more often, more binding
events can be counted, leading to a more accurate estimate
of the concentration. Because the Berg-Purcell formula
in Eq. 3 directly follows from our expression for
Pnðu ¼ 0Þ ¼ 2Re½bCnðs ¼ 0Þ�, via Eqs. 2, 5, and 13, we
conclude that the Berg-Purcell limit provides an accurate
upper bound on the precision with which chemical concen-
trations can be measured.

Validity of assumptions under biological
conditions

The central assumption of our theory is Eq. 9, which states
that after dissociation the unbound receptor-ligand pair is
surrounded by a uniform distribution of ligand molecules.
This assumption breaks down when the following condi-
tions apply:

Condition 1

After receptor dissociation, the rebinding of the ligand
molecule to the receptor is preempted by the receptor bind-
ing of another, second, ligand molecule.

Condition 2

This second ligand molecule dissociates from the receptor
before the first has diffused into the bulk.

FIGURE 1 The power spectrum of the receptor state Pn(u) for c ¼
0.4 mM. The simulation results (black circles) agree well with the theoret-

ical prediction of Eq. 13 (solid red line). At high frequencies u > 1/tm ¼
D/s2, the effect of diffusion is negligible and the receptor dynamics is

that of a Markovian switching process with intrinsic rates kac and kd
(dashed red line), while at low frequencies it is that of a Markovian switch-

ing process with effective rates konc and koff, respectively (solid gray line).

The zero-frequency limit determines the precision of the concentration

estimate. Parameters: n ¼ 0:5, D ¼ 1 mm2 s�1, s ¼ 10 nm, L ¼ 1 mm,

and ka ¼ 552 mM�1 s�1. To see this figure in color, go online.

FIGURE 2 The zero-frequency limit of the power spectrum as a function

of the average receptor occupancy n for c¼ 0.4 mM; n is varied by changing

kd. It is seen that the agreement between the theoretical prediction of Eq. 13

and the simulation results is very good (red line). In contrast, the prediction

of Bialek and Setayeshgar (9) (black line) differs markedly from our results.

Parameters: see Fig. 1. To see this figure in color, go online.
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We argue that under biologically relevant conditions,
neither condition arises and, therefore, the key assumption
of our analysis holds.

A rebinding trajectory of a ligand molecule that has just
dissociated from the receptor is very short on the timescale
at which molecules arrive from the bulk at the concentra-
tions considered here (see Fig. S1 in the Supporting Mate-
rial). Consequently, the likelihood that another molecule
interferes with such a rebinding event is negligible (see
Fig. S3); a dissociated ligand molecule rebinds the receptor
before it diffuses into the bulk as often as when it was the
only ligand molecule present in the system. Condition 1 is
thus not met and the central assumption, Eq. 9, holds.

Occasionally rebinding interferences will occur, and
Condition 1 is met. However, we argue that Eq. 9 is still
likely to hold, because Condition 2 is not met: a ligand
molecule is typically bound long enough for the previously
bound molecules to diffuse into the bulk. Consider a detec-
tor that binds a ligand with a cross-section s ¼ 10 nm, a
diffusion constant D ¼ 1 mm2 s�1, and an intrinsic rate ka
that equals the diffusion-limited rate kD ¼ 75 mM�1 s�1,
yielding an effective association rate kon ¼ 38 mM�1 s�1,
consistent with experimentally measured association rates
(21). If the ligand is present at a biologically relevant con-
centration of c ¼ 1 mM, then, for n ¼ 0:5, the time a ligand
molecule is bound to the receptor is td¼ kd

�1z 0.01 s. Dur-
ing this time, the previously bound ligand molecule, on
average, has traveled at least a distanceffiffiffiffiffiffiffiffiffiffi

6Dtd
p

z0:3 mm:

This corresponds to ~4 times the average distance be-
tween the ligand molecules at this concentration, meaning
that, effectively, the ligand has diffused into the bulk. For
lower concentrations, the dissociation time will be longer
at constant n, and the previously bound ligand molecule
will have penetrated the bulk even deeper by the time that
the newly bound ligand molecule dissociates. We thus
expect that for concentrations up to micromolar, Condition

2 is not met—meaning that even when rebinding inter-
ferences do occasionally arise, and Eq. 9 still holds.

The other approximation of our theory, Eq. 12, ensures
that the short- and long-time behavior of S rad(tjeq) is
described correctly. Importantly, however, under the bio-
logically relevant concentrations considered here, the
receptor-binding rate of ligand molecules starting from a
uniform distribution is so low that to a good approximation
S rad(tjeq) is given by its long-time behavior,
S radðtjeqÞxe�konct (see Fig. S1). The picture that thus
emerges is that after a receptor-ligand dissociation event,
the molecules that are not in contact with the receptor truly
form a bulk reservoir:

1. They have a uniform distribution (Eq. 9), and
2. They bind the receptor in a memoryless fashion with a

constant rate konc.

A simple coarse-grained model

Ultimately, the success of Eq. 9 is due to the fact that the
time a ligand molecule spends near the receptor is very
short compared to the timescale on which ligand molecules
arrive at the receptor from the bulk, (kDc)

�1 (see Fig. S1).
On this timescale a ligand molecule at contact with the
receptor effectively either instantly (re)binds the receptor
with splitting probability preb or escapes into the bulk with
probability pesc ¼ 1 – preb. This observation naturally sug-
gests the following simple two-state model (17), in which
the system switches between a receptor-bound and a recep-
tor-unbound state with effective association and dissociation
rates (see Fig. 3).

To derive the effective dissociation rate, we note that for a
ligand molecule that has just dissociated from the receptor,
the probability that it will rebind the receptor rather
than diffuse away into the bulk is preb ¼ 1 – Srad(Njs) ¼
ka/(ka þ kD). The mean number of rounds of rebinding
and dissociation before the molecule escapes into the bulk
is then

FIGURE 3 Cartoon of the coarse-grained model.

(a) A typical time trace of the receptor state n(t) of

the original system. (b) Time trace of the coarse-

grained model. (Top-left cartoon; red) a successful

and an unsuccessful binding trajectory; (blue) a tra-

jectory inwhich a ligandmolecule undergoes a num-

ber of rounds of receptor dissociation and rebinding

before it escapes into the bulk. The key observation

is that the time amolecule spends near the receptor is

very short on the timescale at which molecules

arrive from the bulk. This makes it possible to inte-

grate out the receptor rebindings and the unsuccess-

ful arrivals of molecules from the bulk, giving the

two-state model of Eq. 19. Fig. S1 in the Supporting

Material quantifies the timescale separation. To see

this figure in color, go online.
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Nreb ¼ ð1� prebÞ
XN

i¼ 0
ipireb ¼ preb=ð1� prebÞ ¼ ka=kD:

The total time ton the ligand is bound to the receptor before
it diffuses away is on average ton ¼ td(1 þ Nreb) and the
effective dissociation rate is koff ¼ 1/ton ¼ kdkD/(ka þ kD),
which is precisely the effective dissociation rate of our the-
ory, Eq. 17.

A molecule that arrives at the receptor from the bulk at a
rate kD may either bind the receptor or escape back into the
bulk. The escape probability is

pesc ¼ 1� preb ¼ SradðNjsÞ ¼ kD=ðka þ kDÞ;

and the average number of times a molecule from the bulk
encounters the receptor before it actually binds is

Nesc þ 1 ¼ ð1� pescÞ
XN

i¼ 0
ipiesc þ 1 ¼ kD=ka þ 1

¼ 1=Nreb þ 1:

The effective rate at which a molecule binds from the bulk is
then

kon ¼ kD=ð1þ NescÞ ¼ kakD=ðka þ kDÞ;

which is the diffusion-limited rate kD times the probability

1� SðNjsÞ ¼ ka=ðka þ kDÞ

that a molecule at contact binds the receptor instead of
diffusing back into the bulk. This is the rate as predicted
by our theory, Eq. 16. We note that the renormalization
of the association and dissociation rates preserves the
detailed-balance condition:

n=ð1� nÞ ¼ kac=kd ¼ konc=koff :

The dynamics of this two-state model is given by

dnðtÞ
dt

¼ koncð1� nðtÞÞ � koffnðtÞ; (19)

which, as Fig. 1 shows, correctly describes the relevant low-
frequency dynamics of the receptor state. From Eq. 19, the
power spectrum and hence, the uncertainty in our concentra-
tion estimate can be obtained straightforwardly:

dc

c
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

koncð1� nÞT

s
: (20)

Three points are worthy of note:

1. Noting that kon is given by Eq. 16, the principal result of
this article, Eq. 18, is reproduced.

2. For diffusion-limited reactions kon ¼ kD and the expres-
sion of Berg and Purcell, namely, Eq. 3, is recovered.

3. Arguably, however, the most important result is that the
Berg-Purcell expression can also be applied to reactions
that are not diffusion-limited, by replacing kD with kon.

Point 3 is a nontrivial result, because Eq. 20 takes into
account that not every arrival of ligand at a free receptor
leads to binding, and also that upon dissociation a ligand
molecule may rebind the receptor many times before it es-
capes into the bulk. This can be seen by exploiting the
detailed-balance condition and rewriting Eq. 20 as

dc

c
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

T

�
1

koff
þ 1

konc

�s
¼

ffiffiffiffiffiffiffiffi
2tw
T

r
: (21)

This expression has a clear interpretation (see Fig. 3). A
receptor-bound molecule that dissociates from the receptor
may rebind the receptor, but the probability for this to
happen does not depend on the concentration (15). As a
result, a rebinding event does not provide information on
the concentration and should therefore not be counted as a
concentration measurement; it merely increases the receptor
correlation time tn by increasing its on-time from kd

�1 to
k�1
off ¼ k�1

d =ð1þ NrebÞ. After (1 þ Nreb) rounds of dissocia-
tion and rebinding, the molecule escapes into the bulk,
and then another molecule will arrive at the receptor with
a rate kDc. This molecule may return to the bulk or bind
the receptor—in either case, possibly after a number of un-
successful but rapid collisions—such that the net rate at
which a molecule from the bulk binds the receptor is konc.
Importantly, this binding event occurs in a memoryless
fashion and with a rate that depends on the concentration.
Consequently, this event does provide an independent mea-
surement of the concentration. The time tw ¼ 1/koff þ
1/(konc) is thus the average time between independent con-
centration measurements, and T/tw is the total number of
such measurements in the integration time T.

DISCUSSION

Using results from the theory of diffusion-influenced reac-
tions by Agmon and Szabo (11), we have derived the funda-
mental limit for the precision of chemical concentration
measurements via the reversible binding of ligand to a sin-
gle receptor, a common motif in cell signaling. We have
compared our expression to that of Berg and Purcell (3)
and Bialek and Setayeshgar (9) and tested it against parti-
cle-based simulations. The premise of our study and that
of Berg and Purcell (3) and Bialek and Setayeshgar (9) is
that the concentration is estimated from the average receptor
occupancy nT over an integration time T set by the down-
stream network, and inverting the input-output relation
nðcÞ (3,9,22–25). Recently, Endres and Wingreen (26) and
Mora and Wingreen (27) showed that maximum likelihood
estimation can improve this estimate, but it is not clear
whether typical networks do this.
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Our theoretical analysis, as well as that of Berg and
Purcell (3) and Bialek and Setayeshgar (9), assumes that
the total number of ligand molecules in the system is fixed;
the total concentration c is thus constant. Indeed, the only
sources of fluctuations in the receptor state are the diffusion
of ligand to and from the receptor, and the stochastic bind-
ing and unbinding of ligand to and from the receptor. More-
over, all three analyses assume that the ligand molecules are
noninteracting, which is a very reasonable assumption at the
low concentrations considered here. The reason that this is
nonetheless a nontrival many-body reaction-diffusion prob-
lem is due to the interactions of the ligand molecules with
the receptor.

As described in the surrounding text for Eq. 9, due to
these receptor-ligand interactions, the spatial distribution
of ligand molecules, conditioned on the state of the receptor
(or the time since the last receptor binding or unbinding
event), can deviate from the equilibrium uniform distribu-
tion. Only by averaging over the entire ensemble of ligand
distributions, taking into account those corresponding to
both the bound and unbound states of the receptor, is the
uniform equilibrium distribution obtained. The central
assumption of our theory is that after each receptor disso-
ciation event, the receptor and ligand molecule at contact
are surrounded by a uniform, equilibrium distribution of
ligand molecules (see Eq. 9). This assumption makes it
possible to reduce the many-body problem to a pair prob-
lem, in which the ligand molecules bind the receptor inde-
pendently of one another.

Also in the analysis of Berg and Purcell (3), the many-
body reaction-diffusion problem is reduced to a pair prob-
lem. However, the key difference with our analysis is that
their analysis strictly holds only for diffusion-limited reac-
tions, but they argue that it also holds for reactions that
are not diffusion-limited. In essence, they start from the
assumption that the receptor switches between the ligand-
bound and unbound states according to a random telegraph
process with exponentially distributed waiting times, thus
ignoring the rebinding trajectories with algebraic waiting
times. The receptor correlation time tn, needed to obtain
the fundamental limit (see Eq. 5), is in this Markovian
model given by the receptor-ligand association and disso-
ciation rates. Berg and Purcell argue that the association
rate kf in the presence of unsuccessful ligand-receptor colli-
sions can be obtained from the diffusion-limited binding
rate kD ¼ 4psD via a rescaling of the cross-section s, while
the dissociation rate kb can then be obtained from the
detailed balance relation kf cð1� nÞ ¼ kbn. However, the
validity of this Markovian model with the ad hoc rescaling
of kD to get kf remained unclear.

Bialek and Setayeshgar (9) do not assume that the recep-
tor-ligand association rate is diffusion-limited. Indeed, their
physical model is identical to ours: ligand molecules are
noninteracting; their overall concentration is constant;
ligand and receptor associate with a rate ka when at contact,

and dissociate with a rate kd when bound. However, they
analyze their model by writing down the reaction-diffusion
equation, and then solve this equation invoking the fluctua-
tion-dissipation theorem.

Our principal result (Eq. 18) consists of two terms, like
the expression of Bialek and Setayeshgar (Eq. 4): one de-
scribes the effect of the diffusive transport of ligand to
and from the receptor and the other describes the effect of
the intrinsic binding kinetics when the ligand is in contact.
However, whereas the intrinsic binding term agrees with
that of Bialek and Setayeshgar, the diffusive term does
not: it contains an additional factor 1=ð2ð1� nÞÞ. We
believe that this is because, by invoking the fluctuation-
dissipation theorem, Bialek and Setayeshgar (9) linearize
the reaction-diffusion problem, thereby ignoring correla-
tions between the state of the receptor and the ligand con-
centration. The expression of Berg and Purcell (Eq. 3)
does not feature a term that arises from the intrinsic binding.
However, their term agrees with our diffusive term, which is
considered to be the fundamental limit. Because both terms
in our expression contain the factor 1=ð2ð1� nÞÞ, our prin-
cipal result Eq. 18 can be rewritten as Eq. 20, which shows
that the expression of Berg and Purcell (Eq. 3) can be gener-
alized to reactions that are not diffusion-limited by simply
replacing kD with kon. Our simple coarse-grained model elu-
cidates why this is possible: koncð1� nÞ ¼ t�1

w is the rate at
which molecules independently bind the receptor from the
bulk; via detailed balance, this expression not only captures
the unsuccessful arrivals of molecules from the bulk, but
also the receptor rebindings, which do not provide informa-
tion about the concentration.

The purpose of sensing is to enable the detection of
changes in the ligand concentration. If the concentration
varies over only a small range around the dissociation
constant KD, then n varies in a small interval around
n ¼ 0:5, for which the expressions of Berg and Purcell (3)
and Bialek and Setayeshgar (9) become equal. However,
for most signaling systems it is not known how the ligand
concentration varies under physiologically relevant condi-
tions. Yet, information theory tells us that information trans-
mission is maximized when the input distribution spans the
full dynamic range of the signaling system, rather than a
narrow range around KD (28,29). Or, vice versa, in the
case where the input distribution is fixed by the environ-
ment, the response curve that maximizes information trans-
mission is one whose dynamic range matches the input
distribution. This suggests that n can be well above and
below n ¼ 0:5—meaning that the difference between the
respective expressions can become significant.

A comparison of the power spectrum of the receptor
occupancy as predicted by our theory against results from
particle-based simulations shows that our theory is very
accurate under biologically relevant conditions. As Fig. S6
shows, the theory accurately predicts the zero-frequency
limit of the power spectrum for concentrations up to at least
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36 mM. Given the complicated algebraic diffusion dynamics
of rebinding trajectories, it is perhaps surprising that the
error in the concentration estimate is so accurately predicted
by a simple expression like Eq. 18 or 20. The success of this
expression lies in the fact that biologically relevant concen-
trations are low, which means that the time a ligand mole-
cule spends near the receptor is very short both on the
timescale at which molecules arrive from the bulk and on
the timescale a ligand molecule is bound to the receptor.
This is the reason why both the rapid rebindings and the
unsuccessful bulk arrivals can be integrated out, and the
complicated many-body reaction-diffusion problem can be
reduced to a pair problem in which ligand molecules interact
with the receptor with renormalized association and dissoci-
ation rates (see Eq. 19).

Whether this simple approach can also be used when the
ligand can bind to multiple receptors that are in close
physical proximity remains an open question (3,9,22).
Ligand rebinding between neighboring receptors may lead
to nontrivial spatio-temporal correlations between the re-
ceptor states. Berezhkovskii and Szabo (12) have recently
derived an expression for the accuracy of sensing via multi-
ple receptors on a sphere, ignoring these spatio-temporal
correlations. In the limit that the number of receptors goes
to infinity, their expression for the accuracy of sensing in
the diffusion-limited regime reduces to

dc=c ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pDRcT

p
:

Paradoxically, by replacing the cross section of the receptor
s with twice the radius of the cell R, this is the result of
Bialek and Setayeshgar (9) for a single receptor, Eq. 4:
the expression for dc/c does not contain the factor 1� n.
The absence of this factor can be understood intuitively
by noting that in the limit that the number of receptors
goes to infinity, there will always be receptors available
for binding the ligand. The fact that in this limit the result
of Bialek and Setayeshgar (9) for a single receptor is recov-
ered supports the idea that their analysis is essentially a
mean-field analysis that ignores receptor-ligand correla-
tions. For a finite number of receptors (including the sce-
nario that there is only one receptor), the occupancy of the
receptor will, however, affect the precision of sensing, and
these correlations are important. Clearly, it will be of inter-
est to test the accuracy of sensing via multiple receptors, and
quantify the importance of spatio-temporal correlations, via
simulations. We leave this for future work.

Finally, our observations have implications for the
modeling of biochemical networks. They underscore our
earlier observation (17) that when the cell does not exhibit
concentration gradients on cellular length scales, the effect
of diffusion can often be captured in a well-stirred model,
which can then be simulated using the Gillespie algorithm
(30) instead of a much more computationally demanding
particle-based algorithm (15). In such a well-stirred model,

the rapid rebindings are integrated out and association and
dissociation occur in a memoryless fashion, with expo-
nentially distributed waiting times with mean (konc)

�1 and
koff

�1, respectively. This is a simplification—at short times,
the association-time distribution is algebraic due to the
rebindings—but it is an accurate one. It not only preserves
the equilibria of the association-dissociation reactions, but
also the important noise characteristics of the network.
Indeed, the high-frequency noise from the rapid rebindings
is typically filtered by the network downstream and only
the low-frequency noise, obeying exponential statistics, is
significantly propagated downstream (17). On the other
hand, when rebindings can qualitatively change the macro-
scopic behavior of the system, as in systems employing
multisite protein modification, rebindings cannot simply
be integrated out to yield the well-known macroscopic
effective rate constants kon and koff (15,31). Yet, Gopich
and Szabo (32) have recently shown that, because rebind-
ings remain fast, it is nonetheless possible to arrive at an
alternative simplified description for these systems that cap-
tures the effect of rebindings.
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Role of Denatured-State Properties in Chaperonin Action Probed by
Single-Molecule Spectroscopy

Hagen Hofmann,1,* Frank Hillger,1 Cyrille Delley,1 Armin Hoffmann,1 Shawn H. Pfeil,2 Daniel Nettels,1

Everett A. Lipman,2 and Benjamin Schuler1,*
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ABSTRACT The bacterial chaperonin GroEL/GroES assists folding of a broad spectrum of denatured and misfolded proteins.
Here, we explore the limits of this remarkable promiscuity by mapping two denatured proteins with very different conformational
properties, rhodanese and cyclophilin A, during binding and encapsulation by GroEL/GroES with single-molecule spectroscopy,
microfluidic mixing, and ensemble kinetics. We find that both proteins bind to GroEL with high affinity in a reaction involving sub-
stantial conformational adaptation. However, whereas the compact denatured state of rhodanese is encapsulated efficiently
upon addition of GroES and ATP, the more expanded and unstructured denatured cyclophilin A is not encapsulated but is
expelled into solution. The origin of this surprising disparity is the weaker interactions of cyclophilin A with a transiently formed
GroEL-GroES complex, which may serve as a crucial checkpoint for substrate discrimination.

INTRODUCTION

The cellular machinery of molecular chaperones (1–4),
quality control systems (3), and components that translocate
and degrade proteins reflects the importance of protein ho-
meostasis in the cell. To control protein folding, misfolding,
and aggregation, these cellular factors can exert forces that
will affect the conformation and dynamics of proteins (4,5).
However, the complexity and promiscuity (6–8) of this ma-
chinery often complicate detailed mechanistic investiga-
tions of the underlying physical principles. For example, it
has been suggested that the confinement of proteins inside
a cavity, as formed by the heptameric rings of GroEL and
GroES (1–4,9), can stabilize proteins (10,11) and accelerate
protein folding reactions (12–16). However, results from
experiments and simulation also show that this accelerating
effect can be countered by interactions of the substrate with
the GroEL-GroES cavity wall (12,17–20). To delineate
these contributions we need to better understand the effect
of GroEL on the conformation and dynamics of denatured
proteins. Here, we compare two proteins with very different
denatured-state properties, a destabilized variant of human
cyclophilin A (CypA) (21–23) and bovine rhodanese

(Rho) (24) (Fig. 1 a) (25,26). Both proteins are known to
bind to GroEL in vitro (23,24,27,28) and are identified as
GroEL-binding-competent based on a sequence comparison
with 284 GroEL substrates identified in Escherichia coli
(Fig. 1, b and c) (6,7,26). Although human CypA and bovine
Rho have very similar mean net charge and hydrophobicity
(Fig. 1 b), the two proteins differ substantially in their
length; bovine Rho (296 amino acids (aa)) is almost twice
as large as human CypA (167 aa). Of most importance, how-
ever, previous experiments indicate that their GroEL-bound
states are very different: whereas CypA bound to GroEL
was shown to exhibit substantial dynamics with a lack of
stable secondary structure (23,29), recent NMR experiments
indicate that 85% of the amino acids in Rho are immobile in
complex with GroEL (30). Thus, the two proteins represent
different parts of the broad substrate spectrum of the promis-
cuous GroEL/ES chaperone (Fig. 1 c). To investigate the
conformational properties and dynamics of both proteins
along the encapsulation pathway, we employ a combina-
tion of single-molecule Förster resonance energy transfer
(smFRET), microfluidic mixing, fluorescence correlation
spectroscopy, and ensemble kinetic experiments.

MATERIALS AND METHODS

Single-molecule fluorescence spectroscopy

Measurements were performed at 22�C in 50 mM TrisHCl, 10 mMMgCl2,

5 mM KCl, 100 mM 2-mercaptoethanol, 0.001% Tween 20, pH 7.5, using

either a custom-built confocal microscope, as described previously (17),

or a Micro Time 200 confocal microscope equipped with a HydraHarp

400 counting module (Picoquant, Berlin, Germany). The donor dye was

excited with a diode laser at 485 nm (dual mode: continuous wave and
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pulsed; LDH-D-C-485, PicoQuant) at an average power of 200 mW.

smFRET efficiency histograms were acquired in samples with a protein

concentration of ~20–50 pM, with the laser in continuous-wave mode;

photon counts were recorded at a resolution of 16 ps by the counting elec-

tronics (time resolution was thus limited by the timing jitter of the detec-

tors). For dual-color excitation, the acceptor was excited in addition to the

donor with picosecond pulses at a wavelength range selected by a z582/15

(Chroma, Bellows Falls, VT) band-pass filter and a pulse frequency of

20 MHz (Optical Supercontinuum Systems SCF450-4-20MHz, Fianium,

Southampton, United Kingdom). Successive photons detected in either

channel and separated by <100 ms were combined in one burst. A burst

was retained as a significant event if the total number of counts exceeded

50 for free CypA or CypA-SR1 complexes or 25 for experiments using the

microfluidic mixing device. For Rho-SR1 complexes or denatured Rho, a

threshold of 20 for Rho-SR1 was used. Identified bursts were corrected for

background, differences in quantum yields of donor and acceptor, the

different collection efficiencies in the detection channels, cross talk, and

direct acceptor excitation, as described previously (31). In addition, bursts

during which acceptor photobleaching was likely to have occurred were

discarded (27).

The quantum yields of the attached fluorophores are substantially low-

ered in all denatured Rho variants at 0.4 M guanidinium chloride (GdmCl),

indicative of photoinduced electron transfer (PET) between exposed aro-

matic amino acids and the attached fluorophores (17). However, PET

affects hEi only via quenching of the acceptor fluorophore, and the

observed transfer efficiencies are thus lower bounds for the true values

(32). Static quenching (PET) of the donor fluorophore does not affect the

transfer efficiencies, because neither the donor nor the acceptor emits pho-

tons in this case. In general, uncertainties in observed transfer efficiencies

of ~0.03 were estimated from the variations in the experimentally deter-

mined correction factor, which takes into account differences in detection

efficiencies and quantum yields of the two fluorophores (31) over a period

of 3 years.

Microfluidic mixing experiments

For rapid mixing experiments, microfluidic mixers fabricated by replica

molding in polydimethylsiloxane were used as described previously

(17,33). For experiments using the microfluidic device, the Tween 20 con-

centration was increased to 0.01% to prevent surface adhesion of the pro-

teins. The transfer efficiency histograms for denatured CypA and Rho at

0.4 M GdmCl were obtained by mixing denatured protein in 4 M GdmCl

with buffer at a flow rate of 0.8 mm/s by placing the confocal volume at

position 100 mm (125 ms) downstream of the mixing region. The applied

pressures were 10.4 kPa (1.5 psi) in the two buffer channels and 6.8 kPa

(1 psi) in the sample channel. The kinetics of CypA dissociation from

GroEL-SR1 on mixing with ATP and GroES were obtained at a flow rate

of 1.2 mm/s with a pressure of 2 psi in all channels.

For detection of the GroES-ATP-mediated release of the SR1-bound

CypA variants, the binary CypA-SR1 complex was mixed at a ratio of

1:5.7 with 2.4 mM ATP and varying concentrations of GroES, resulting

in final concentrations of 0.5 mM, 1 mM, 1.6 mM, and 3 mM GroES, and

2 mM ATP. The experiments were performed at pressures of 13.8 kPa

(2.0 psi) applied to all channels, resulting in a mean velocity of 1.2 mm/s

that was used to convert distances to times, as described by Pfeil et al.

(33). The calculated velocities were checked by analyzing the donor-

acceptor fluorescence intensity cross-correlation functions and the obtained

rate constants k1 and k2 were corrected for variations in the flow between

the different microfluidic chips used for the experiments. To determine

the transfer efficiency histogram at t ¼ 0, the binary CypA-SR1 complex

was measured in the observation channel of the mixing device without

ATP and GroES in the buffer channels.

Two-focus fluorescence correlation
spectroscopy

Two-focus fluorescence correlation spectroscopy (2f-FCS) measurements

(34) were performed at 22�C on a Micro Time 200 confocal microscope

(PicoQuant) equipped with a differential interference contrast prism. The

donor dye was excited alternatively with two orthogonally polarized diode

lasers at 483 nm (LDH-D-C-485, PicoQuant) at a repetition rate of 20 MHz

and a laser power of 30 mW each. The distance between the two foci was

determined as described previously (35).

Binding isotherms of denatured CypA or carbamidomethylated rhoda-

nese (CAM-Rho) were obtained at a substrate concentration of 0.725 nM

for CAM-Rho58 labeled with AlexaFluor 488 and AlexaFluor 594 or

0.125 nM for CypA-V2C-A488, respectively. Before measurement, the

samples were incubated at 22�C for 2 h (CypA-SR1) and 12 h (CypA-

SR1þATPgS, Rho-SR1, and RhoSR1-ATPgS). The change in the Stokes

radii on addition of GroEL-SR1 were fitted according to

RH ¼ DRH

2P0

�
P0 þ ½SR1�0 þ KD

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
P0 þ KD þ ½SR1�0

�2 � 4P0½SR1�0
q �

þ RH0:

(1)

FIGURE 1 Structure and sequence characteristics of Rho and CypA. (a)

Structure of cyclophilin (CypA; Protein Data Bank (PDB) 1OCA) and

rhodanese (Rho; PDB 1RHS), with a surface representation of GroEL in

its ADP state (PDB 1XCK). For clarity, four subunits of each ring have

been removed. The substrate-binding region in the apical domains is shown

in yellow. The size of the structures is not to scale. (b) Mean net charge

versus mean hydrophobicity for 50,000 amino acid sequences drawn

from the natural abundance of amino acids (35) (contours), for 284 identi-

fied GroEL substrates (gray circles) (6,7,18), CypA (green circle), Rho

(blue circle), and the last 17 amino acids of the C-terminal tail of GroEL

(red circle). (c) Sequence length distribution of 284 identified GroEL

substrates (6). Dashed lines indicate the lengths of CypA (green) and

Rho (blue). (d) Scaling of the number of GroEL binding motifs (18)

PXHHH (Nc ¼ 5) and PXHHHXP (Nc ¼ 7) (P, polar amino acid; H, hydro-

phobic amino acid; X, any amino acid) with the protein length for 284 iden-

tified GroEL substrates from E. coli (6,7,18). The solid line is a fit according

to y ¼ ax þ y0 and indicates the average of the sequence length distribution

of GroEL binding motifs. CypA (green) and Rho (blue) are close to this

average. To see this figure in color, go online.

Biophysical Journal 107(12) 2882–2893

Denatured-State Properties in Chaperonin Action 2883



Here, DRH is the change in RH between free and completely bound sub-

strate, P0 is the total concentration of CypA and Rho, [SR1]0 is the total

concentration of GroEL-SR1 and RH0 is the Stokes radius in the absence

of chaperone.

GroEL-SR1 binding kinetics of CypA and Rho
using stopped-flow mixing

The nonlinear dependence of the pseudo-first-order binding rate constant

(k) on GroEL-SR1 concentration was described by a kinetic model

including the fast formation of a transient encounter complex using

k ¼ kmax½SR1�
K þ ½SR1�; (2)

where kmax is the rate constant for the rate-limiting conformational adapta-

tion to the GroEL-SR1 surface and K is the dissociation constant for the

encounter complex. The temperature dependence of K is given by

K ¼ exp

�
DHeq � TDSeq

RT

�
; (3)

where DHeq is the enthalpy change and DSeq is the entropy change on for-

mation of the encounter complex relative to free substrate and free GroEL-

SR1, R is the ideal gas constant, and T is the temperature. The temperature

dependence of kmax is given by

with DH0
z and DS0

z being the change in activation enthalpy and entropy

at T0 ¼ 298 K and DCz being the change in heat capacity between the

encounter complex and the top of the adaptation barrier. The preexponential

factor k0 was given by

k0ðTÞ ¼ t�1
0

hðT0Þ
hðTÞ (5-1)

with

hðTÞ ¼ h0 exp


B

RðT � qÞ
�
; (5-2)

with t0
�1 ¼ 106 s�1 as estimated from the ns-FCS measurements (t0 ¼

1 ms) and T0 ¼ 298 K (see the Supporting Material). Under the assumption

that internal friction does not dominate the reaction (36), the temperature

dependence of water viscosity was taken into account using the empirical

equation (Eq. 5-2) with h0 ¼ 2.4152 10�5 Pa s, B ¼ 4.7428 kJ mol�1,

and q ¼ 139.86 K (37).

Chemical modification of CypA (K28C) labeled
with AlexaFluor 488

For cross-linking with Ru3þ (38), 2 mM of the CypA variant K28C-A488

was incubated with 1 mM tris-bipyridylruthenium chloride (Ru(bpy)3Cl2)

and 20 mM ammonium persulfate in 40 mL of 50% methanol/water. The

sample was illuminated for 2–4 s by a continuous-wave laser at 488 nm

with a power of 12 mW. Immediately after illumination, the reaction

was quenched by the addition of dithiotreitol to a final concentration of

50 mM. To suppress aggregation, GdmCl was also added to a final concen-

tration of 3 M. The modification of the amino groups of 20 mM of the

K28C-A488 variant with 2 mM LC-SPDP (succinimidyl 6-[30-(2-pyridyldi-
thio)-propionamido] hexonate) was performed for 4 h in 50 mM sodium

phosphate, pH 7.0, and 6 M GdmCl at 25�C. The reaction was stopped

by the addition of TrisHCl-buffer (pH 7) with a final concentration of

50 mM. Without further purification, the reaction mixtures were diluted

to a concentration of 1 nM in 50 mM TrisHCl, 10 mM MgCl2, and

5 mM KCl, pH 7.5, with varying concentrations of GdmCl to obtain the

Stokes radii of the two chemically modified CypA-variants. The complexes

of the chemically modified CypA variants with GroEl-SR1 were purified

with analytical size-exclusion chromatography before measurement.

Calculation of the entropy cost of confinement

The partition function for a Gaussian chain confined inside a cylinder (10)

with height h and diameter d is

ZChain ¼ pr2h

�
32

p2

�" X
k¼ 1;2;3:::

1

x2k
exp

�
� x2k lpNb

3r2

�#

�
" X

k¼ 1;3;5:::

1

k2
exp

�
� p2k2lpNb

3h2

�#
:

(6)

Here, r is the radius of the confining cylinder, h is the height of the cylinder,

lp is the persistence length of the confined chain, N is the number of bonds

in the chain, b is the bond length, in our case the distance between two suc-

cessive Ca-atoms (0.38 nm), and xk are the roots of J0(x), the Bessel func-

tion of the first kind of order zero (x1 ¼ 2.4, x2 ¼ 5.52, x3 ¼ 8.65,.) (10).

The term pr2h in Eq. 6 accounts for the translational degrees of freedom of

the chain. The free energy of the chain (in kBT) inside a cylinder is given by

FChain ¼ �ln

�
ZChain

pr2h

�
: (7)

We calculated FChain for CypAwith N¼ 166, b¼ 0.38 nm, and lp ¼ 0.2 nm

(see also Hofmann et al. (35)) as parameters for the chain and h¼ 4 nm and

r ¼ 2.25 nm, as given by Horwich et al. (39), as the dimensions of the cyl-

inder. Since the sums in Eq. 6 are dominated by small values of k (40), we

included only the first five terms of the two sums in Eq. 7. The calculation

results in FChain ¼ 8 kBT.

To compute the entropy of a hard sphere inside a cylinder we used an

expression for the volume fraction, f, of the confining cylinder with the vol-

ume, VC, that is accessible to a sphere with radius a. The volume fraction is

given by

f ¼ pðr � aÞ2ðh� aÞ
pr2h

: (8)

The radius of the compact denatured rhodanese (a) was obtained from the

Stokes radius of denatured CAM-Rho (see Results). Finally, the free energy

kmax ¼ k0 exp

"
� DHz

0 þ DCzðT � T0Þ � T
�
DSz0 þ DCz lnðT=T0Þ

�
RT

#
; (4)
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of confinement (in kBT) is given by FSphere ¼ �ln(f). For rhodanese, we

obtain FSphere ¼ 5 kBT.

RESULTS

The conformation of denatured CypA and Rho
free in solution

To probe the conformational ensembles of denatured CypA
and Rho, five variants of each protein with different interdye
separation were investigated. Alexa Fluor 488 and Alexa
Fluor 594 were attached to each variant as donor and
acceptor, respectively, to obtain information on the distance
between amino acid residues i and j of fluorophore attach-
ment. The distance-related change of the mean transfer effi-
ciency, hEi, as a function of the number of peptide bonds
between the fluorophores, ji� jj, can be used to characterize
the conformational distribution of the denatured proteins
(41,42). At high concentrations of GdmCl, which effectively
suppresses interactions within denatured proteins (35,43),
hEi decreases with increasing sequence separation of the
dyes for both proteins (Fig. 2 b), as expected for fully
unfolded proteins based on the length scaling of polymer
models for expanded and unstructured chains (41,44).

However, to understand the effect of GroEL on the
conformation of proteins, it is crucial to compare denatured
CypA and Rho under near-physiological conditions in the
absence of GroEL. To this end, we transiently populate
the denatured proteins at low denaturant concentrations
(0.4 M GdmCl) in a microfluidic mixing device designed
specifically for kinetic single-molecule experiments
(17,33). The proteins in 4 M GdmCl were mixed with phys-
iological buffer within a dead time of 4 ms (33), and both
proteins were still fully denatured 125 ms after transfer to
0.4 M GdmCl (Fig. 2 a and Fig. S1 in the Supporting Mate-
rial) (19,44). Correspondingly, only two peaks are observed
in the transfer efficiency histograms for each variant: the
peak at high E results from double-labeled denatured pro-
tein, and the peak near E¼ 0 results from molecules lacking
an active acceptor dye, a peak that can be eliminated by
alternating excitation of donor and acceptor (45) (Fig. 2 a).

For denatured CypA at 0.4 M GdmCl, hEi of all variants
is substantially higher than at 7.3 M GdmCl owing to the
formation of interactions within the polypeptide that result
in a compaction of the denatured protein (44,46,47). How-
ever, the transfer efficiencies of the different CypA variants
still decrease with increasing sequence separation of the flu-
orophores, indicating that no or little specific tertiary struc-
ture is formed in denatured CypA (Fig. 2 b). In contrast to
CypA, the denatured Rho variants at 0.4 M GdmCl show un-
usually high transfer efficiencies of hEi > 0.8, independent
of sequence separation from 39 to 159 peptide bonds (Fig. 2
b). The same result was found for CAM-Rho, a chemically
modified version of rhodanese that resembles the denatured
state of rhodanese but is unable to fold (Fig. S2). These high

transfer efficiencies and their independence of sequence
separation cannot be reconciled with the properties of an
expanded unstructured chain but rather suggest a very
compact conformation (42) of denatured Rho under near-
physiological conditions. Indeed, previous experiments
have even suggested the formation of rather specific struc-
ture in denatured Rho at 0.4 M GdmCl (27). CypA and
Rho can therefore be considered representatives of two

FIGURE 2 Transfer efficiency histograms and mean transfer efficiencies

for denatured CypA and Rho free in solution and bound to GroEL-SR1. (a)

Histograms for the shortest (blue) and longest (red) interdye variants of de-

natured Rho and CypA free in solution at 125 ms after mixing with native

buffer in the microfluidic device (final GdmCl concentration, 0.4 M) and

bound to GroEL-SR1. Solid lines are fits with a log-normal distribution,

which are also shown as dashed lines in the histograms of CypA and Rho

bound to GroEL-SR1. (b) Mean transfer efficiency of denatured Rho

(squares) and CypA (circles) variants as a function of the sequence separa-

tion between the fluorophores at two different GdmCl concentrations. The

length of the fluorophore linker was estimated to be equivalent to nine addi-

tional peptide bonds (35). Solid lines are fits with the ideal chain model with

persistence length lp as the only free parameter. The dashed line is a fit with

the ideal chain model with the persistence length and the length-scaling

exponent (n) as free parameters (see the Supporting Material). (c) Confining

geometries used in SAC simulations. Shown are the repulsive cylinder

(upper left) and the potential with attractive interactions between the chain

and the confining walls (upper right). The potential is harmonic in the z-di-

rection (Vz) with spring constant u
�2, and the potential in the xy-axis (Vx,y)

is a double-well potential with barrier height D and distance d between the

two wells. (d) Mean transfer efficiencies of denatured Rho (squares) and

CypA (circles) variants bound to SR1 are shown as a function of the

sequence separation between the fluorophores. Red and blue lines are the

result of SAC simulations of a chain with 167 amino acids inside a cylinder

(red) (d¼ 7 nm and h¼ 8 nm) and inside a potential (blue) (D¼ 1 kBT, d¼
4 nm, and u ¼ 2 nm) that best describe the measured transfer efficiencies

(see Supporting Material). The gray lines are identical to the fits in b and are

shown here for comparison. Error bars (50.03) in b and d represent our

estimate of the uncertainty in the determination of transfer efficiencies

(see Materials and Methods). To see this figure in color, go online.
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extremes in the substrate spectrum of GroEL: random-coil-
like, with large conformational entropy on the one hand
(CypA), and compact, partially structured, with low confor-
mational entropy on the other (Rho). This characteristic
difference between CypA and Rho is our starting point for
investigating the role of denatured state properties on bind-
ing and encapsulation in the chaperonin GroEL.

The conformational distribution of CypA and Rho
in complex with single-ring GroEL

In the absence of ATP and under physiological conditions,
both CypA and Rho bind strongly to GroEL with dissocia-
tion constants of KD ¼ 0.4 5 0.3 nM for CAM-Rho and
KD ¼ 80 5 30 nM for CypA, as determined by 2f-FCS
(34) on the single-ring variant of GroEL (SR1) (Fig. 3, a
and b). Comparable binding affinities have been found for
DM-MBP (KD ¼ 60 nM) (48), a variant of maltose binding
protein, and a-lactalbumin (KD ¼ 27 nM) (49). In complex
with SR1, the transfer efficiency histograms of all variants
of CypA and Rho are broader than those of the free dena-
tured proteins under physiological conditions (Fig. 2 a),
predominantly as a result of the increased fluorescence
anisotropy of the donor and acceptor fluorophores (17,27)
(Fig. S3).

A comparison of the mean transfer efficiency before
(Fig. 2 b) and after binding to SR1 (Fig. 2 d) reveals a strik-
ing difference between CypA and Rho. The values of hEi for
Rho are virtually unaltered on binding to SR1 (Fig. 2, b
and d), implying that Rho remains compact in complex
with the chaperone. The values of hEi for the CypA variants
bound to SR1, however, are strongly increased compared to
those of free denatured CypA (Fig. 2, b and d) and become
virtually independent of ji� jj (Fig. 2 d), reminiscent of the
behavior of compact denatured Rho. This change in the
length scaling of hEi on binding to GroEL indicates a sub-
stantial effect of confinement on denatured CypA. Both

the higher value of the transfer efficiencies and their inde-
pendence of sequence separation indicate that the CypA
chain is more compact in complex with GroEL than free
in solution. However, the transfer efficiencies are still lower
than those of Rho in complex with SR1, indicating a looser
conformation of CypA compared to Rho (Fig. 2 d).

To elucidate whether the observed transfer efficiencies of
CypA bound to GroEL are still in accord with a largely un-
structured polypeptide, we used simulations of self-avoiding
random chains (SACs) inside confining geometries with
the dimensions of the cavity of GroEL with and without
including attractive interactions with the cavity walls
(Fig. 2 c and Fig. S5). Indeed, confining a SAC with the
length of CypA (167 aa) to a small volume qualitatively
reproduces the effect of ji� jj -independent transfer effi-
ciencies (Fig. 2 d), suggesting that confinement inside the
central hole of GroEL, the location of the substrate binding
sites, sufficiently explains the altered chain statistics of
CypA in complex with SR1.

Even though both CypA and Rho bind to SR1 with nano-
molar affinity (Fig. 3, a and b), the difference between their
free energies of binding is significant (DDGRho-CypA ¼ 5 5
1 kBT). Considering the difference in the conformations of
both substrates free and bound to SR1 (Fig. 2, b and d),
we estimated the impact of the different denatured-state
properties on the free energies of SR1 binding by computing
the entropy cost of confining Rho and CypA in the interior
of GroEL. Since denatured Rho is very compact, both in
solution and also in complex with SR1 (Fig. 2, b and d), a
lower limit for the entropy cost of GroEL binding is esti-
mated from the process of trapping a sphere in the interior
of GroEL. We modeled GroEL as a cylindrical cavity with
a radius of 2.25 nm and a height of 4 nm (39) (see Materials
and Methods) and estimated the radius of gyration of dena-
tured Rho based on the Stokes radius of denatured CAM-
Rho (RH ¼ 2.7 nm). Assuming that compact denatured
Rho has a spherical shape, we obtain RG z 2 nm using
RG/RH ¼ (3/5)1/2 (50). In contrast, CypA is approximated
as an ideal chain, which allows a straightforward calculation
of the entropy cost on confinement in the same cylinder (see
Materials and Methods). This approximation is supported
by the length-scaling exponent (n) of CypA, which has
recently been found to be close to the value expected for
an ideal chain (n ¼ 0.5) (35). We note that neither estimate
includes effects arising from solvent entropy, such as the
displacement of water molecules during binding to GroEL.
With these approximations, the difference in conformational
entropy (�TDDSconf) between the confinement of CypA and
Rho inside the central hole of SR1 is estimated to be ~3 kBT
and varies between 2.1 kBT and 4.5 kBTwith a change in the
cylinder volume of 525%. The comparison of the experi-
mentally observed free-energy difference for SR1 binding
(DDGRho-CypA ¼ 6 5 1 kBT) with our estimate of ~3 kBT
obtained from polymer theory indicates that about half of
the destabilization of the CypA-SR1 complex relative to

FIGURE 3 Binding of CypA and Rho by GroEL-SR1. Average Stokes

radii (RH) of CAM-Rho (E77C/K135C-A488/A594) (a) and CypA (V2C-

A488) (b) as a function of the concentration of GroEL-SR1, determined

using 2f-FCS at 22�C. (c and d) Same as in a and b, but in the presence

of 1 mM ATPgS. The shaded regions indicate the error band resulting

from the propagation of the errors in the fit parameters (Eq. 2 in Materials

and Methods). To see this figure in color, go online.
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the Rho-SR1 can already be explained by the loss in confor-
mational entropy upon confinement, which suggests that the
polymeric properties of denatured substrates can signifi-
cantly affect the binding of denatured substrates to GroEL.
The remaining free-energy difference of 2 kBT is likely
to result from a greater interaction enthalpy of Rho with
GroEL owing to its longer sequence, which allows more
contacts with GroEL to be made.

Dynamics and thermodynamics of CypA and Rho
interactions with GroEL

The different effects of GroEL on the conformation of CypA
and Rho (Fig. 2, b and d) suggest that the kinetics of binding
may also be different for the two denatured proteins. We
used ensemble stopped-flow fluorescence of donor-labeled
CypA and Rho to monitor the binding kinetics in the time
regime of milliseconds to seconds. The binding to SR1
changes the fluorescence intensity of AlexaFluor 488 due
to PET (51) to aromatic amino acids such as tryptophan
and tyrosine in Rho and CypA, respectively. Compared to
single-molecule FRET, PET is sensitive for local distance
changes, which is especially advantageous for the study of
protein dynamics in confined spaces where large distance
changes cannot occur.

Mixing of rhodanese and cyclophilin with SR1 under
pseudo-first-order conditions results in single-exponential
binding kinetics with increasing fluorescence intensity for
Rho and rising fluorescence intensity for Cyp (Fig. 4, b
and c). However, the observed rate constant for binding,
k, increases nonlinearly with increasing concentration
of SR1 and saturates at high SR1 concentrations (Fig. 4,
d and e), which indicates the presence of a second kinetic
step that is rate-limiting under these conditions. A general-
ized binding model (52) that includes two steps, the
diffusion-controlled formation of a transient-encounter
complex between GroEL and the denatured substrate (S),
[GroEL,S]*, followed by a conformational adaptation of
the denatured proteins to the GroEL surface, describes this
behavior quantitatively (Fig. 4 a). The rate constant for
the adaptation process, kmax, can then be obtained as the
asymptotic limit of the binding constant, k, approached at
high SR1 concentrations (see Materials and Methods).
Whereas kmax ¼ 105 5 8 s�1 at 25�C for CypA, the adap-
tation process is slower for Rho, with kmax ¼ 27 5 3 s�1 at
25�C. The diffusive chain reconfiguration time of denatured
CypA free in solution was found to be 150 ns ns-FCS
(Fig. S4). Since the conformational adaptation of both dena-
tured proteins to SR1 is several orders of magnitude slower
than the diffusive chain dynamics, we conclude that a large
activation barrier must be involved in the adaptation to the
SR1 surface. To obtain structural information from the acti-
vation parameters of this process, we express the adaptation
rate constant in terms of a generalized reaction rate equation
kmax ¼ k0 exp(�DGz/RT), and estimate the attempt fre-

quency (k0) for crossing the barrier (DG
z) based on the chain

reconfiguration times of denatured Cyp and Rho determined
in free solution to be k0 z 1 ms�1 (Supporting Material)
(53,54). By combining this estimate for the preexponential
factor with the binding kinetics as a function of temperature
(Fig. 4, d and e), we obtain the change in activation enthalpy
(DHz), activation entropy (DSz), and heat capacity (DCp

z)
during adaptation (Fig. 4, f and g) (see Materials and
Methods).

The changes in DHz and DSz are diametrically opposed
for Rho and CypA. With increasing temperature, the

FIGURE 4 Binding and adaptation kinetics measured with stopped-flow

fluorescence at 0.4 M GdmCl. (a) Generalized mechanism for the bimolec-

ular reaction of substrate binding to GroEL-SR1. (b and c) Examples

of progress curves for Alexa 488-labeled Rho (E285C) (b) and CypA

(D13C/G124C) (c) at two concentrations of GroEL-SR1 indicated. (d and

e) Change of the apparent pseudo-first-order rate constants for binding of

Rho (d) and CypA (e) at different temperatures and SR1 concentrations

and fits according to the model in Scheme 1 (see Materials and

Methods) with the parameters DHeq ¼ �90 5 25 kJ mol�1, DSeq ¼
�0.44 5 0.08 kJ mol�1 K�1, DHz ¼ 85 5 18 kJ mol�1, DSz ¼ 0.2 5

0.1 kJ mol�1 K�1, and DCz ¼ 2.7 5 0.9 kJ mol�1 K�1 for Rho, and

with the parameters DHeq ¼ �8 5 11 kJ mol�1, DSeq ¼ �0.17 5

0.04 kJ mol�1 K�1, DHz ¼ 6 5 9 kJ mol�1, DSz ¼ �0.05 5 0.03 kJ

mol�1 K�1, and DCz ¼ �0.7 5 0.2 kJ mol�1 K�1 for CypA. The values

for the activation parameters are given at T0¼ 298 K (see Eq. 4 in Materials

and Methods). (f and g) Temperature dependence of the activation param-

eters for the adaptation processes for Rho (f) and CypA (g). All activation

parameters are given in units of kBT per amino acid residue. Shaded regions

indicate the error of the fits in c and d, which result from the fitting-param-

eter error propagation. The change in the viscosity of water with increasing

temperature is taken into account (see Materials and Methods). To see this

figure in color, go online.
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adaptation barrier for Rho is increasingly determined by
enthalpy rather than entropy because of a positive heat
capacity change (Fig. 4 f). This behavior is typical of the
interaction of nonpolar solutes with water (55,56). With
increasing temperature, the disorder of water clusters
around hydrophobic residues increases, leading to a
decrease in the entropy change upon mixing. At high
temperatures, the aversion of nonpolar solutes to water is
therefore mainly enthalpy-driven (55,56). For Rho, the tem-
perature dependence of DHz and DSz therefore points to an
exposure of hydrophobic residues in the adaptation process,
indicating that changes in the hydration of these residues
dominate the observed entropy change upon binding to
GroEL. Although the change in quantum yield of Alexa-
Fluor 488 upon binding of Rho to SR1 clearly demonstrates
the presence of local conformational rearrangements in
denatured Rho, the absence of an increase in activation
entropy with increasing temperature, which could indicate
an increasing loss in conformational entropy, suggests that
confinement does not contribute much to the reaction, which
is in line with the small change in the transfer efficiencies of
all Rho variants on binding to GroEL. For CypA, on the
other hand, the heat capacity change is negative and DSz

more and more dominates the adaptation barrier with
increasing temperature (Fig. 4 g). Both the increasing cost
of restricting the conformational distribution by GroEL-
induced confinement and the net burial of hydrophobic
side chains of CypA can explain this decrease in DSz.
Both interpretations are in accord with the compaction of
the initially well-solvated and expanded CypA chain upon
binding to GroEL-SR1, as revealed by the single-molecule
FRET experiments (Fig. 2, b and d).

In summary, the differences in the kinetics, thermody-
namics, and transfer efficiency of GroEL binding reflect dif-
ferences in the degree of compaction of denatured Rho and
CypA free in solution. How do these differences affect the
key step in chaperonin action, the encapsulation of both pro-
teins upon addition of ATP and GroES?

Encapsulation of Rho versus expulsion of CypA
by GroEL-GroES

We monitored the encapsulation of CypA and Rho by 2f-
FCS (34) and size-exclusion chromatography (Fig. S7).
The average Stokes radii of complexes of donor-labeled
CypA or Rho with SR1 are dominated by the size of SR1,
resulting in values of 4.5–5.3 nm (Fig. 5 a). Binding of
ATP to GroEL is known to trigger a rotation of the apical
domains, followed by an upward movement on binding of
GroES (57), which concludes the encapsulation reaction.
The entire process takes place within seconds (58). Upon
addition of 2 mM ATP and 1 mM GroES (reflecting physio-
logical concentrations) to the preformed Rho-SR1 complex,
RH of the fluorescent species increases from 5.3 nm to
5.9 nm, indicating that Rho is encapsulated in the central

cavity formed by SR1 and GroES (Fig. 5 a). Surprisingly,
however, the addition of ATP and GroES to CypA-SR1
complexes leads to a decrease of the Stokes radius to
2.6 nm, close to the Stokes radius of free CypA (2 nm)
(Fig. 5 a). Evidently, the majority of CypA is not stably
encapsulated in the cavity formed by SR1 and GroES, as
also confirmed by size-exclusion chromatography (Fig. S7).

Why is CypA not encapsulated even though it binds
to SR1 with nanomolar affinity? In contrast to Rho-SR1,
we found that the stability of the CypA-SR1 complex is
strongly diminished, by ~4 kBT, in the presence of 1 mM
ATPgS, a nonhydrolyzable ATP analog (Fig. 3, c and d).
This effect has been observed for other substrate proteins
(59–61), such as DM-MBP, a variant of maltose-binding
protein (48). Taking this decrease in affinity into account,
a simple explanation for the failure of GroEL-GroES to
encapsulate CypAwould be a kinetic competition of GroES
binding with the ATP-induced dissociation of CypA from
GroEL. Encapsulation will only be successful for those
GroEL-substrate complexes where GroES happens to bind
before the substrate dissociates after ATP binding. In this
case, preforming the CypA-SR1-ATP complex should lead
to more efficient encapsulation of CypA. At a concentration
of 275 nM SR1, the ternary CypA-SR1-ATP complex is
populated significantly, as revealed by the Stokes radius
of 3.8 nm compared to the value of free CypA (2 nm)
(Fig. 5 b). However, the addition of GroES does not lead
to an increased encapsulation yield of CypA. Instead, the
Stokes radius again decreases to 2 nm, the value obtained
for free CypA (Fig. 5 b). These results suggest that it is
not the binding of ATP that is responsible for the release
of CypA but the binding of GroES.

Assuming that the binding of ATP is faster than the bind-
ing and dissociation of substrate (62), three different models
can potentially explain the results. In the first model
(Fig. 6 a, Model 1), binding of GroES is sterically hindered
by the presence of CypA. Consequently, CypA has to leave
SR1-ATP for GroES to bind. In the second model (Fig. 6 a,
Model 2), GroES can associate with the CypA-SR1-ATP
complex and CypA dissociates during GroES binding.
This model assumes the existence of an intermediate in

FIGURE 5 Encapsulation of Rho and release of CypA by GroEL-SR1.

(a) Effect of the addition of 1 mM GroES and 2 mM ATP on RH of pre-

formed complexes of GroEL-SR1 with CypA (green) and Rho (blue) at a

final concentration of 25 nM GroEL-SR1. Arrows indicate the time of addi-

tion of ATP and GroES. (b) RH of CypA in the presence of 275 nM GroEL-

SR1 and 2 mM ATP before and after the addition of 1 mM GroES (arrow).

Solid lines indicate the mean of RH. Dashed line indicates the RH of free

CypA. To see this figure in color, go online.
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which GroES is in a predocking position before it finally
binds tightly to the R-state of SR1. Evidence for such an in-
termediate comes from recent cryo-electron microscopy
studies, which identified at least two different conforma-
tions of GroEL-ATP, one of which would allow an interac-
tion with GroES (63). As an alternative (Fig. 6 a, Model 3),
denatured CypA is successfully encapsulated but leaves the
SR1-ATP-GroES complex at a later stage. This mechanism
is supported by the observation that substrate proteins
can escape the cage formed by GroEL-GroES even after
the encapsulation has taken place (64). To distinguish
between these mechanisms, we investigated the kinetics of
CypA dissociation from the GroEL-GroES complex using
smFRET in combination with microfluidic mixing. Whereas
a GroES-driven expulsion of CypA (Models 1 and 2) would
occur within 10 s after the addition of GroES and ATP, an
escape from the SR1-ATP-GroES cavity (Model 3) is ex-
pected to occur in the time regime of several minutes (64).

Kinetics of CypA expulsion from the
SR1-ATP-GroES complex

In a time-resolved experiment using microfluidic mixing,
we can monitor the kinetics of CypA dissociation during
binding of ATP and GroES using smFRET (Fig. 6, b
and c). A sample solution containing CypA-SR1 complexes
was rapidly mixed with buffer containing ATP and GroES,
and transfer efficiency histograms were obtained at different
times after initiating the reaction (Fig. 6 b). For all CypA
variants, a model-free analysis of the data using multidi-
mensional singular value decomposition (17) (Fig. 6, b
and c) resulted in three significant components (Fig. S6)
with clearly double-exponential kinetics and two apparent
rate constants (k1 ¼ 10.5 s�1, k2 ¼ 0.44 s�1) (Fig. 6 c),
implying at least a three-state mechanism for the dissocia-

tion of CypA. Most important, the rate constant (k2) for
the slow process suggests that ~90% of the SR1-bound
CypA is already dissociated 5 s after mixing with GroES
and ATP. The formation of the ternary SR1-ATP-GroES
complex in the presence of substrate has previously been
shown to occur on the same timescale (58), suggesting
that CypA leaves GroEL during GroES binding. A slow
escape after encapsulation (Fig. 6 a, Model 3) can therefore
be excluded.

A distinction between Models 1 and 2 is possible from
the GroES-concentration dependence of the CypA release
kinetics. In Model 1, GroES only binds to SR1 without
CypA bound. Correspondingly, the kinetics of CypA release
are determined by the spontaneous dissociation of CypA
and the rate constants for the two observed kinetic phases
(k1, k2) should not depend on the GroES concentration.
In contrast, if CypA is released during binding of GroES
(Fig. 6 a, Model 2), CypA dissociation will accelerate
with increasing GroES concentrations. Experimentally, we
find an increase in the rate constants for the fast (k1) and
slow (k2) processes with increasing concentration of GroES
(Fig. 6, d and e), indicating that GroES binding and CypA
release are coupled processes. Hence, only Model 2 is in
accord with the experimental data, i.e., CypA is released
during the process of GroES binding.

Encapsulation versus expulsion: the role of
substrate properties

Since GroES binding triggers the release of CypA, the inter-
action free energy between CypA and SR1 is apparently
insufficient to resist the forces associated with the rearrange-
ment of the apical domains of SR1 on GroES binding (63).
However, what are the relative contributions of enthalpic or
hydrophobic interactions between chaperone and substrate

FIGURE 6 Release kinetics of CypA on addition

of GroES and ATP. (a) Three different models for

CypA release, with binding of GroES highlighted

in red. (b) Transfer efficiency histograms (upper)

for FRET-labeled CypA (V2C/K154C) bound to

GroEL-SR1 at different times after mixing with

2 mMATP and 1 mMGroES in the microfluidic de-

vice (see Materials and Methods) and the first three

resulting singular value decomposition components

(lower). The peak at zero transfer efficiency was

removed using pulsed interleaved excitation (45).

(c) First three amplitude vectors of the SVD shown

reflect the progress of the reaction. Solid lines are

global fits of the three components with double-

exponential decays. (d and e) GroES dependence

of the fast (d) and slow (e) phases of CypA release,

obtained for CypA variant D13C/G124C. To see

this figure in color, go online.
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protein and the conformational entropy for encapsulation of
a disordered chain like CypA? To test the importance of the
interaction strength between CypA and SR1 for encapsula-
tion, we increased the hydrophobicity of the CypA sequence
by decorating it with the amino-reactive hydrophobic linker
LC-SPDP, thus forming LC-CypA. As expected, LC-CypA
binds stably to SR1, resulting in a Stokes radius of 5.3 nm
for the LC-CypA-SR1 complex (Fig. 7 e). It is important
to point out that after the addition of GroES and ATP to
preformed LC-CypA-SR1 complexes, we found a signifi-
cantly increased encapsulation efficiency compared to that
observed for CypA (Fig. 7, d and e). The Stokes radius of
the free protein measured with 2f-FCS revealed that LC-
CypA is more compact by ~0.6 nm than unmodified
CypA in 0.5 M GdmCl (Fig. 7, a and b). This reduction in
the Stokes radius is explained by the greater hydrophobicity
of the sequence, which promotes a hydrophobic collapse of
the chain (44,47). These observations raise the question
of whether the compaction of the LC-CypA chain, as
compared to CypA, lowers the entropic cost for encapsula-
tion and is thus responsible for the increased encapsulation
yield. We therefore cross-linked CypA intramolecularly
by oxidizing tris-bipyridylruthenium(II) to tris-bipyridylru-
thenium(III) using laser-induced photolysis (see Materials
and Methods) (38). The oxidized Ru3þ preferentially oxi-
dizes aromatic amino acid residues that then react nonspe-
cifically with nucleophilic groups such as the primary
ε-amino groups of lysine residues, which should only lead
to a marginal change in overall hydrophobicity. 2fFCS
shows that at low concentrations of GdmCl (0.5 M),
cross-linked CypA (Ru-CypA) (Fig. 7 c) is more compact

by ~0.4 nm than unmodified CypA (Fig. 7 a) and forms a
stable complex with SR1 (Fig. 7 f). However, the addition
of ATP and GroES leads to a rapid drop in the Stokes radius
similar to that of non-cross-linked CypA (Fig. 7, d and f),
indicating that the encapsulation efficiency of Ru-CypA
is not markedly increased compared to CypA. The result
therefore suggests that a reduction in the entropy cost
of encapsulation is not the key determinant for greater
encapsulation efficiency. Even though LC-CypA is more
collapsed owing to its greater hydrophobicity, it is the
increased hydrophobicity, and not the smaller dimensions,
that facilitate its encapsulation.

DISCUSSION

CypA has a low conformational stability, is aggregation-
prone at high protein concentrations (29), and binds to
GroEL with high affinity (Fig. 3 b). However, it fails to
become encapsulated in the chaperonin cavity (Fig. 5).
This observation is very surprising, since CypA meets all
sequence criteria for a GroEL substrate. With a length of
167 amino acids (18 kD), it is well within the size limits
of typical substrate proteins (Fig. 1 c), and it has a mean
hydrophobicity and net charge similar to those of Rho
and other identified GroEL substrates (Fig. 1 b). Stan and
co-workers identified hydrophobic GroEL-binding motifs
based on a sequence comparison of 284 GroEL substrates
(18) (Fig. 1 d), and recent NMR-relaxation studies have
demonstrated that the amyloid peptide (Ab-40) indeed inter-
acts with GroEL via the predicted consensus sequence (65).
Based on sequence analysis, we identified three hydropho-
bic GroEL-binding motifs in CypA, which corresponds to
a total of 17 amino acids relevant for the CypA-GroEL in-
teractions, which is within the range reported for typical
GroEL substrates (6,7,18) (Fig. 1 d). The question therefore
arises, which aspects determine the success of chaperonin
encapsulation?

Rho and CypA differ substantially in their chain lengths
and in the compactness of their denatured-state ensembles.
The more expanded conformation of CypA is expected to
result in an entropy cost for binding to GroEL that is higher
by ~3 kBT than that of Rho, as reflected in the entropy-domi-
nated adaptation barrier that has to be crossed for a stable
interaction of CypA with SR1 (Fig. 4 f). Correspondingly,
rearrangements in the apical domains of GroEL upon GroES
binding (57) might affect the interactions between CypA
and GroEL more than those between Rho and GroEL, which
would favor the release of CypA. However, the intramolec-
ularly cross-linked and more compact Ru-CypA variant
demonstrates that the encapsulation efficiency does not in-
crease with increasing compaction of CypA (Fig. 7 f), mak-
ing the higher entropy cost unlikely to be the dominant
reason for the failing encapsulation of CypA. Only if the hy-
drophobicity of CypA is increased, as realized in the LC-
CypA variant, can the encapsulation efficiency be improved

FIGURE 7 Effect of intramolecular cross linking and chemical modifica-

tions of CypA on encapsulation efficiency. (a–c) The Stokes radii (RH) from

2f-FCS of Alexa 488-labeled CypA (a), LC-CypA (b), and Ru-CypA (c)

(variant K28C) are shown as a function of the GdmCl concentration. Black

solid lines are fits with a denaturant binding isotherm. Black dashed lines

indicate the Stokes radius extrapolated to 0.5 M GdmCl. (d–f) Effect of

the addition of 2 mM GroES and 1 mM ATP on the RH of preformed SR1

in complex with CypA (d), LC-CypA (e), and Ru-CypA (f). Arrows indicate

the time of addition of 1 mMATP and 2 mMGroES. The chemical structure

of the LC-SPDP is shown as an inset in e. To see this figure in color,

go online.
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(Fig. 7 e). Thus, hydrophobicity facilitates both collapse and
encapsulation, but compaction of the substrate protein alone
is insufficient for increasing the encapsulation yield.

Our kinetic analysis shows that unmodified CypA leaves
the GroEL-GroES complex in a transient state in which
GroES is already associated but not yet tightly bound to
GroEL, a type of conformation that has recently been sug-
gested based on cryo-electron microscopy (63) and may
serve as a checkpoint for substrate discrimination. For
GroES to complete the binding process, its mobile loops
have to interact with the apical domains of GroEL (63),
and the interactions with the substrate have to be released.
This leads to the dissociation of CypA; but how is premature
substrate release prevented for Rho and other GroEL sub-
strates? A recent model for the encapsulation process of de-
natured substrate proteins suggests that the C-terminal tails
at the base of the GroEL cavity reduce premature substrate
protein escape while the apical domains move to interact
strongly with GroES (20). Indeed, the last 17 amino acids
of the disordered C-terminal tail of GroEL (23 aa) show a
high mean hydrophobicity of 0.587 (Fig. 1 b). Clearly, the
interactions between these disordered tails and substrate
proteins will depend on the total number and accessibility
of nonpolar groups in the denatured protein. Given the
similar mean hydrophobicities of Rho and CypA, the longer
Rho chain is expected to interact more strongly with the
C-terminal tails than the shorter CypA chain. Thus, our
findings are in accord with the model of Chen et al. (20)
and suggest that in addition to the presence of an upper limit
for the interaction strength between a substrate protein and
GroEL, as suggested by the iterative annealing model
(66,67), there also exists a lower limit.

In summary, our results demonstrate that high affinity of a
substrate protein for GroEL does not necessarily lead to its
encapsulation and folding inside the chaperonin cage. Rather,
the strength of the hydrophobic interactions of substrate
proteins with a transient GroEL-GroES complex is decisive
for avoiding premature release of the denatured protein.

SUPPORTING MATERIAL

SupportingMaterials and Methods, seven figures, and one table are available

at http://www.biophysj.org/biophysj/supplemental/S0006-3495(14)01153-9.

We thank G. Lorimer for the gift of the SR1 plasmid. We also thank E.

Shakhnovich and A. Horwich for helpful comments and Stephan Benke

for help with cross-linking experiments.

This work was supported by a Starting Independent Researcher grant from

the European Research Council (to B.S.) the Swiss National Center for

Competence in Research for Structural Biology (to B.S.), the Swiss Na-

tional Science Foundation (to B.S.), the Human Frontier Science Program

(to E.A.L. and B.S.), and the National Science Foundation (to E.A.L.).

SUPPORTING CITATIONS

References (68–73) appear in the Supporting Material.

REFERENCES

1. Thirumalai, D., and G. H. Lorimer. 2001. Chaperonin-mediated protein
folding. Annu. Rev. Biophys. Biomol. Struct. 30:245–269.

2. Fenton, W. A., and A. L. Horwich. 2003. Chaperonin-mediated protein
folding: fate of substrate polypeptide. Q. Rev. Biophys. 36:229–256.

3. Bukau, B., J. Weissman, and A. Horwich. 2006. Molecular chaperones
and protein quality control. Cell. 125:443–451.

4. Hartl, F. U., A. Bracher, and M. Hayer-Hartl. 2011. Molecular chaper-
ones in protein folding and proteostasis. Nature. 475:324–332.

5. Coyle, J. E., F. L. Texter, ., S. E. Radford. 1999. GroEL accelerates
the refolding of hen lysozymewithout changing its folding mechanism.
Nat. Struct. Biol. 6:683–690.

6. Houry, W. A., D. Frishman, ., F. U. Hartl. 1999. Identification of
in vivo substrates of the chaperonin GroEL. Nature. 402:147–154.

7. Kerner, M. J., D. J. Naylor, ., F. U. Hartl. 2005. Proteome-wide anal-
ysis of chaperonin-dependent protein folding in Escherichia coli. Cell.
122:209–220.

8. Shimamura, T., A. Koike-Takeshita, ., S. Iwata. 2004. Crystal struc-
ture of the native chaperonin complex from Thermus thermophilus
revealed unexpected asymmetry at the cis-cavity. Structure. 12:1471–
1480.

9. Hartl, F. U., and M. Hayer-Hartl. 2002. Molecular chaperones in the
cytosol: from nascent chain to folded protein. Science. 295:1852–1858.

10. Zhou, H. X., and K. A. Dill. 2001. Stabilization of proteins in confined
spaces. Biochemistry. 40:11289–11293.

11. Takagi, F., N. Koga, and S. Takada. 2003. How protein thermody-
namics and folding mechanisms are altered by the chaperonin cage:
molecular simulations. Proc. Natl. Acad. Sci. USA. 100:11367–11372.

12. Betancourt, M. R., and D. Thirumalai. 1999. Exploring the kinetic
requirements for enhancement of protein folding rates in the GroEL
cavity. J. Mol. Biol. 287:627–644.

13. Klimov, D. K., D. Newfield, and D. Thirumalai. 2002. Simulations
of b-hairpin folding confined to spherical pores using distributed
computing. Proc. Natl. Acad. Sci. USA. 99:8019–8024.

14. Mittal, J., and R. B. Best. 2008. Thermodynamics and kinetics
of protein folding under confinement. Proc. Natl. Acad. Sci. USA.
105:20233–20238.

15. Hayer-Hartl, M., and A. P. Minton. 2006. A simple semiempirical
model for the effect of molecular confinement upon the rate of protein
folding. Biochemistry. 45:13356–13360.

16. Tang, Y.-C., H.-C. Chang,., M. Hayer-Hartl. 2006. Structural features
of the GroEL-GroES nano-cage required for rapid folding of encapsu-
lated protein. Cell. 125:903–914.

17. Hofmann, H., F. Hillger, ., B. Schuler. 2010. Single-molecule spec-
troscopy of protein folding in a chaperonin cage. Proc. Natl. Acad.
Sci. USA. 107:11793–11798.

18. Jewett, A. I., A. Baumketner, and J. E. Shea. 2004. Accelerated folding
in the weak hydrophobic environment of a chaperonin cavity: creation
of an alternate fast folding pathway. Proc. Natl. Acad. Sci. USA.
101:13192–13197.

19. Sirur, A., and R. B. Best. 2013. Effects of interactions with the GroEL
cavity on protein folding rates. Biophys. J. 104:1098–1106.

20. Chen, D.-H., D. Madan,., H. S. Rye. 2013. Visualizing GroEL/ES in
the act of encapsulating a folding protein. Cell. 153:1354–1365.

21. Fischer, G., B. Wittmann-Liebold,., F. X. Schmid. 1989. Cyclophilin
and peptidyl-prolyl cis-trans isomerase are probably identical proteins.
Nature. 337:476–478.

22. Kallen, J., C. Spitzfaden,., M. D. Walkinshaw. 1991. Structure of hu-
man cyclophilin and its binding site for cyclosporin A determined by
X-ray crystallography and NMR spectroscopy. Nature. 353:276–279.

23. Nieba-Axmann, S. E., M. Ottiger, ., A. Plückthun. 1997. Multiple
cycles of global unfolding of GroEL-bound cyclophilin A evidenced
by NMR. J. Mol. Biol. 271:803–818.

Biophysical Journal 107(12) 2882–2893

Denatured-State Properties in Chaperonin Action 2891



24. Mendoza, J. A., E. Rogers, ., P. M. Horowitz. 1991. Chaperonins
facilitate the in vitro folding of monomeric mitochondrial rhodanese.
J. Biol. Chem. 266:13044–13049.

25. Jordan, I. K., F. A. Kondrashov,., S. Sunyaev. 2005. A universal trend
of amino acid gain and loss in protein evolution. Nature. 433:633–638.

26. Stan, G., B. R. Brooks, ., D. Thirumalai. 2006. Residues in substrate
proteins that interact with GroEL in the capture process are buried in
the native state. Proc. Natl. Acad. Sci. USA. 103:4433–4438.

27. Hillger, F., D. Hänni, ., B. Schuler. 2008. Probing protein-chaperone
interactions with single-molecule fluorescence spectroscopy. Angew.
Chem. Int. Ed. Engl. 47:6184–6188.

28. Langer, T., G. Pfeifer, ., F. U. Hartl. 1992. Chaperonin-mediated
protein folding: GroES binds to one end of the GroEL cylinder, which
accommodates the protein substrate within its central cavity. EMBO J.
11:4757–4765.

29. Zahn, R., C. Spitzfaden, ., A. Plückthun. 1994. Destabilization of
the complete protein secondary structure on binding to the chaperone
GroEL. Nature. 368:261–265.
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